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Abstract

The use of distributed computing elements has grown in the embedded
systems arena, consequently the use of shared communication media link-
ing these computers has garnered increasing attention. Two prominent
and contemporary media sharing approaches include variations of con-
trolled and contention based media access paradigms, with the time-
triggered (TT) and the event-triggered (ET) approaches, respectively,
being prominent manifestations of these paradigms. For these mentioned
TT and ET approaches, the thrust of this thesis is on investigating and
analyzing efficient realizations of such.

A desired attribute in embedded systems, with safety and real-time
requirements, is the basic capability to coordinate and synchronize system
time and events. This directly relates to the establishment of a predictable
communication base, which subsequently becomes the basis to provide for
predictable communication at the system level. Focusing on bus-based
communication protocols, we present a novel synchronization approach
targeting efficiency and low communication overhead as the main drivers
for TDMA environments. Existing techniques require explicit transfer
of node ID information for synchronization. In this novel approach, the
synchronization process utilizes the implicit information in each node’s
unique message length as node identifier. Furthermore, our initial startup
synchronization approach is fault-tolerant, and has a bounded startup
time. We also present a re-synchronization strategy that incorporates
recovering nodes into synchronization.

The event-triggered and the time-triggered media access paradigms,
have spawned discrete followings with much debated pros and cons re-
garding their relative flexibility, bandwidth efficiency and predictability
features. The event-triggered approach is commonly perceived as provid-
ing high flexibility. Similarly, the time-triggered approach is expected to
provide a higher degree of predictable communication access to the media.
One part of this thesis is to objectively and quantitatively assess the capa-
bilities and limitations of each of these paradigms. More importantly, we
quantify the spread of their differences, and provide system design guide-
lines for suggested best usage for each approach. The focus of this work
is on response times of the communication system, and the schedulability
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of the communication system in collaboration with tasks in the nodes.
Focusing on efficiency, the second component of this thesis, deals with
introducing modifications in the time-triggered approach to efficiently ac-
commodate event-triggered communication using the time-triggered op-
erations as a base. Keywords: distributed embedded systems, synchro-

nization, media access protocols, time-triggered, event-triggered
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Chapter 1

Introduction

HE use of computers in embedded systems has been growing for

many years, and there is little reason to believe that this trend will
stop. On the contrary, complex computers are appearing as integrated
components and their usage spreading from provision of support services
to primary provision of safety-critical operations in systems ranging from
automotive and aerospace to e-applications. Their usage introduces new
and improved functionality where computer control is dominant, but us-
age in other areas is constantly increasing, such as infotainment, active-
sensors, and active safety systems.

Increasingly, these systems also tend to become more closely coupled,
forming large and closely interacting distributed systems. Thus, large
numbers of embedded computers in different sub-systems work together
interconnected with one or many communication systems. Consequently,
the communication media linking the computing nodes and subsystems
becomes a key ingredient in facilitating system level efficiency and reli-
ability. This translates to the importance of efficiency and reliability at
the communication media level itself.

However, most commercial embedded systems are also very cost sen-
sitive, contrary to some of the early systems with extreme requirements
on safety and reliability, and with related large budgets, e.g., nuclear and
space applications. Although, such systems have been built with suc-
cess, they are seldom adaptable to this new trend of embedded systems
where cost together with efficiency and safety requirements are the major
concerns.

The safety requirements of such distributed systems, necessitate re-
liable communication that generally requires redundancy mechanisms as
well as fast error detection and recovery. Furthermore, the hard real-
time requirements of many embedded systems introduce the additional
demand of timely response. Thus, there is a need for efficient and low
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cost communication solutions that can facilitate safety and reliability.

With cost-efficiency, real-time, and fault-tolerance as the main sys-
tem drivers, there are two communication paradigms of special interest
for our work, namely controlled- and contention-based media access. The
time-triggered and event-triggered approaches, respectively, are promi-
nent manifestations of these access communication paradigms and con-
stitute our interest in this thesis. We do emphasize that our discussion
of time-triggered and event-triggered approaches focuses at the commu-
nication access methodology, and not necessarily at the event-triggered
and the time-triggered system architecture concepts.

The first is the time-triggered approach, which uses Time Division
Multiple Access (TDMA) as media access method. With this method,
the media access is divided in time such that each node is assigned a time
slot periodically. This means that nodes will send information at prede-
fined times, triggered by a global time base. The use of a time-triggered
approach follows a deterministic behavior, which facilitates meeting hard
reliability requirements.

The other communication paradigm is the event-triggered approach,
which normally uses contention-based communication. This is generally
considered a more flexible communication paradigm. However, the real-
time properties are very limited in the pure form of contention-based
media access method. There are a number of methods to overcome this,
which are used in event-triggered systems, e.g., by arbitrating messages
accessing the media on the fly.

It is within this area that we have centered our attention throughout
the work in this thesis. In the next section, we further describe the
assumed system environment and operational conditions where our work
best applies.

1.1 System Model

In this section, we briefly describe the main system models, concern-
ing both time-triggered and event-triggered, that we use throughout this
thesis. In relevant chapters further details will be discussed, and some
variations will be described.

We target systems that have stipulated requirements of reliability and
real-time. In these systems, we consider n autonomous nodes that com-
municate via a broadcast media. When using such a media, all nodes
can simultaneously listen and receive information transferred on the me-
dia. However, only one node can send at a time; if more than one node
transmits concurrently, the information will be garbled.
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1.1.1 Time-Triggered System

In the case of a time-triggered system, nodes have local counters that
are used to control the sending and receiving of messages. Furthermore,
the nodes operate in a cyclic manner where each node can send one or
more times in each TDMA communication round, as shown in Figure 1.1.
However, for ease of explanation, we will assume that nodes send exactly
once in each TDMA round, if nothing else is stated. Each node ¢ may
send messages of different lengths denoted by tm;.

Node A sends in time-slot 1
B/in time-slot 2 ...

Al B[] C |-+«+[ NJA][ B |---
Slot 1] Slot2 | Slot3 | ees| SlotN [Slot1]| Slot2 | o«
TDMA round 1 TDMA round 2

Figure 1.1: A TDMA communication round.

Synchronization: We consider synchronization to be divided into
two logical levels, (1) synchronization at the frame level and (2) synchro-
nization at the communication schedule level. We assume that the frame
level synchronization is handled by a standard clock synchronization al-
gorithm controlling the progress of the local clock, for example, using
the daisy-chain clock synchronization algorithm [LS95]. Other variants
and further information of clock synchronization issues can also be found
in [SHW94]. The frame level synchronization ensures that each bit-value
is received correctly.

Synchronization at the communication schedule level synchronizes the
nodes to the same phase of the communication schedule. This ensures
that every node has the same view of the current position in the commu-
nication schedule. Together with synchronized local clocks, this global
position knowledge is sufficient for nodes to know when to send their
messages. Thus, the necessary information for a node is the global time,
which consists of fine-grained time ensuring correct bit values, and the
coarse-grained time that corresponds to the position in the communica-
tion schedule.

1.1.2 Event-Triggered System

In the case of an event-triggered system, a node will immediately send its
message if the media is free. If the media is occupied, the transmission is
delayed until the media becomes free. However, if more than one node is
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waiting to send when the media becomes free, a collision is likely to occur.
In our work, we have assumed that this contention can be resolved using
established contention resolution techniques such as those mentioned in
Chapter 1.2. This implies that one node will ‘win’ and the other nodes
will withdraw.

Synchronization: In an event-triggered system synchronization is
not really necessary, as nodes do not synchronize their sending with
other nodes. However, there is nothing that prevents the introduction
of synchronization in the event-triggered system. To achieve this, some
additional mechanisms are required, but solutions for this exist, such
as [LHO1].

1.1.3 Event-Triggered and Time-Triggered Example Run

In this section we depict visual illustration of some properties of the event-
triggered and time-triggered communication via two figures. The first,
Figure 1.2 shows an example run of an event-triggered communication,
and similarly in Figure 1.3 we show a example run of a time-triggered sys-
tem. In both figures, the differently shaded gray bars represent message-
frames on the communication media, sent by different computer nodes
(see the legends). The x-axis depicts progression of time. The y-axis
depicts a progression of periods, T', of the periodic message transmission
by the system nodes. In Figures 1.2 and 1.3, the simulations start at time
zero, and outline the traffic of the current sending node.

A frame will contain one or more messages. In the event-triggered
case normally only one message is packed in each frame. However, in the
time-triggered case, more messages are packed as one node is normally
only allowed to send one frame per TDMA-round.

In these two simulations, we generate traffic to fill the media with
approximately one third periodic messages. The rest of the media time
has been used for sporadic messages. We can see this very easily in the
event-triggered case, Figure 1.2, where each node sends only one message
per frame. We see how the periodic messages are sent regularly. However,
we can also see that some times these periodic message are delayed by
some sporadic message. If we, for example, follow the checkered bar, i.e,
node 1, we can see that this node has a periodic message scheduled at
time 0,7, 2T etc. However, as we can see it sometimes gets disturbed by
other messages, such that it suffers slight delays. We also show this effect
by following the periodic messages form node 2, i.e., the black bars, with
a grey line, see Figure 1.2.

In the time-triggered case, Figure 1.3, we can see how each node
regularly sends a frame, containing messages. As we can see, there are
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no message delays and no conflicts among the sending nodes as they send
at predefined points in time. Sporadic messages will be packed in the
frames, in parts that are not used for periodic messages.

1.1.4 Fault Model

When considering faults, we assume, if nothing else is stated, that nodes
follow a fail-silent semantics, which, for example, prevents faulty nodes to
fail by continuously transmitting on the media. Such a failure would over-
flow the media and prevent any normal communication, including syn-
chronization traffic. The fail-silent property [CPR192, KDK'89, Tem98]
relies on high coverage of the error detection mechanisms of the nodes.
It can be argued that sufficient coverage may be difficult to achieve and
therefore, such failure semantics is unsuitable for hard real-time system.
However, recent work indicates that using rigorous design and error de-
tection methods, a very high coverage can be achieved [Fol99].

The fail-silent semantics will reduce the number of diverse failure sce-
narios we need to consider in our system.

The Media

For the broadcast media, we assume well-accepted omission failure se-
mantics [PT86, Pow92] where messages are either received correctly and
on time or not at all. By designing nodes to be fail-silent and using
a broadcast media, we effectively exclude timing failure on the media.
Similarly, Byzantine failures are not regarded as they are considered to
be avoided by design, using a broadcast media combined with message
checksums.

1.2 Multiple Access Approaches

N this section, we will give a background and short history to multiple-

access communication; we do not, however, claim to cover every aspect
of this subject. For further information, we direct the reader to [KSY&84]
and [MZ95] which survey the area.

The demand for multiple access networks started very early when
there was a demand for communication among different computers. Us-
ing the same media, reduced the number of cables required significantly
and became an inexpensive and efficient solution. The multiple access
communication method has since been used extensively. The most well
known use of this approach is Ethernet [MB76].
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Figure 1.2: An event-triggered communication example run. The vertical
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Figure 1.3: A time-triggered communication example run.
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One basic problem with communication using a shared media is how
nodes should avoid colliding when they start sending messages on the
shared media. Computer nodes must share the media like people share
the “air” during a conversation, there must be an understanding how to
avoid and/or resolve collisions.

There exists a number of different protocols for nodes to send on a
multiple access media, and there are many ways they can be classified.
We have divided the protocols into two major groups, contention based
and controlled access protocols, as done in [KSY84]. By controlled access
protocols, we refer to protocols that coordinate their access to the media,
such that collisions are avoided. In contention-based protocols, there is
no mechanism for avoiding collisions, instead they concentrate on sending
messages such that the probability of collision is minimized.

1.2.1 Control access protocols

Controlled access protocols coordinate the media access such that no
collision occurs. This can be done either in a static manner or dynamically
during runtime. In the static case, the computer node’s media access is
coordinated pre-runtime. Thus, each node will be assigned a time window
when the node can send messages, these time windows must be repeated
in a cyclic manner, see Figure 1.4. Thus, the access time is divided
between the nodes, such that all nodes repeatedly get access to the media.
This method is therefore called Time Division Multiple Access (TDMA),
which we have described previously.

TDMA round TDMA round

nodel] [nodeZ] [nodeS] LRI [noden] nodel][nodezl ...

Figure 1.4: Time Division Multiple Access (TDMA) as controlled access
protocol.

In order for this access protocol to work, the computer nodes must
have a common knowledge of time, which means that they need to be
synchronized.

The other type of controlled access protocols is based on dynamic con-
trol of the media. This implies that during runtime, nodes must exchange
information for coordination of the media access. This information can
be sent explicitly or implicitly.

For example, a node can explicitly send a bit indicating the intention
to send a message , see [KS80]. The time each node sends its indication,
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is statically determined pre-runtime. When all nodes have indicated their
send request, these nodes send in a predefined order, e.g., according to
the node IDs. When these nodes have sent there messages, this behavior
is repeated, starting with a new period where node announce their send
intentions.

A similar approach can be achieved by using implicit information, each
node are assigned a very short and equal length time slot, i.e., a mini-slot,
see Figure 1.5. We can also view these as timeouts, i.e., small mini-slot
times. If a node wants to send, it start its message transfer within this
slot. Assume a node i is assigned mini-slot number x; after a silence on
the media for x mini-slots, the node i can access the media. However, i
sends its full message directly, occupying more than its mini-slot. After
the message is sent, nodes will continue to count mini-slots, i.e., z 4+ 1
etc. If node i refrains from sending in its mini-slot, the next mini-slot
continues, which gives the access-right to the next mini-slot owner. A
longer timeout is used to indicate when a round is finished.

Thus, instead of using these mini time-slots for send-request, the full
message is started during these slots. This method is often called mini-
slotting or as in [KS80] Minislotted Alternating Priorities (MSAP). As
we can see in Figure 1.5, this method can achieve both cycles with fixed
length, like TDMA, and cycles with varying length. This depends on
how the nodes send there messages. Messages has to be scheduled pre-
runtime to get fixed length cycles, i.e., the same amount of data must be
transferred each cycle.

The minislotting approach can be found, for example, in the Arinc
629 protocol [ARI95] which is used in Boeing 777 [Yeh96]. Another ex-
amples is the byteflight protocol [BPG, Byt99], as well as the FlexRay
protocol [BEST01] which uses a slight variation of minislotting.

Minislots
node 1 node 2 node n
Cycle i Cycle i-1
e T ) s i ) i ) -+
Cycle i Cycle i-1
B et ISR S )| ) -«

B = Start cycle delay  [] = Minislot = Message node X

Figure 1.5: Controlled access by mini-slotting.

Another dynamic approach is based on passing a token among the
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nodes in a virtual ring. Only the token holder are allowed to access the
media. When a node has finished sending, it passes the token to the
next node. These are all well known protocols and often referred to as
token protocols. In these protocols, nodes are normally assigned a limited
time for which they are allowed to hold the token, i.e., a limited time for
message transfer. This ensures that all nodes are allowed to send within
certain intervals. The exception is when the token is lost. This can
happen if a message carrying the token is lost or the node holding the
token fails. It is normally quite time consuming for the system to detect
and recover a lost token, and a separate recovery protocol is required for
this purpose. This is often held against these types of protocols especially
in real-time system.

1.2.2 Contention Based Protocols

This type of media access uses no distributed protocol to avoid collision.
In its simplest form, a node transfers a message when it has information
to send. The name ‘contention-based’ originates from the fact that con-
tentions occur when two or more access the media simultaneously. That
is, without any control access method, a collision may occur at any time
during the message transfer and the collision will effectively prevent at
least two messages from being delivered correctly. Allowing nodes to ac-
cess the media without any restrictions is not very efficient, but there has
been a lot of research, improvements and variants of this branch of media
access.

A major step in this development was when nodes were provided with
functionality to sense the media, i.e., sense if the media is free or not.
After a node starts sending, no collisions will occur as nodes will de-
tect the transmission on the media. This method is called Carrier Sense
Multiple-Access (CSMA). However, when two or more nodes begin their
transmission at the same time, we still get a contention. This can also
be detected by the nodes, by listening to their own transmission. In case
of a contention, the transferred data is not the same as the received.
The colliding nodes can then back off and re-send the message. Starting
this re-send immediately will most likely lead to another collision. This
is commonly solved by a random backup time before the node tries a
retransmission.

Numerous methods have been developed to improve the contention-
based methods. One direction is focusing on minimizing the risk for
collisions when nodes start to send. For example, there is the p-persistent
CSMA, where a node detecting a free media will start to send with a
probability p. With probability 1 - p the node will wait some predefined
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time, before the same behavior repeats itself. Ethernet [MB76] is a special
case of the p-persistent CSMA where p=1.

Another example builds on dividing the computer nodes into a number
of sets. Only one of these sets, say set A, is allowed to send. If a collision
occurs, the nodes in set A are in turn divided such that, e.g., half remains
in A and the rest are removed from A and are not allowed to send. If
an additional collision occur, the A set is divided further and the nodes
with sending permissions is decreased. As long as collisions occurs, this is
repeated and eventually the collisions cease when only one node remains
in set A. There is a number of ways these sets can be partitioned and
divided, but we will not discuss them in detail. To give one example, time
can be used to decide these sets, as in the time window protocol, where
messages generated within a specific time window are allowed to send. If
there are more then one node in this window, a collision will occur. The
window will then be decreased to, say half the size such that the nodes
with message generated within this time frame are allowed to send. This
is repeated until only one node remains. Another way is to use the node
ID to divide the nodes into the different sets.

Another direction in contention-based protocols is avoiding collisions
by bit arbitration. Each message starts with a priority field, such that
nodes can arbitrate which node has the highest priority. This requires
nodes to send dominant and recessive bits. This allows a node a sending
a recessive bit, to sense and withdraw when a dominant bit is received.
When nodes send simultaneously, only the highest priority message will
access the media. This is an approach used in, for example, than CAN
protocol [CANO1].

In this section we have looked at some of the variations of multiple
access approaches. With the background of this section and the system
model described, we will in more detail describe the problems we have
focused on in this thesis.
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1.3

Goals and Problem Statements

With this background, overall, our goal has been the achievement of cost
and performance efficiency in the described communication systems, but
with maintained safety and reliability. More specifically we have targeted
the following problems, described in the subsequently mentioned three
problem statements [PS1, PS2 and PS3] and elaborated over the thesis
chapters:

PS1

PS2

PS3

How to achieve efficient start-up and restart synchronization of
TDMA communication? | Chapter 2 ].

Using TDMA in a communications system requires that all nodes
have a global opinion of time. This is necessary for a node to know
when to send its messages and when to receive messages of interest
to it. Thus, by the global time a node can both identify senders
and when to send. However, at startup there must be a method
to establish and agree on the global time. This requires that mes-
sages can be identified without a global time, and time values can
be exchanged among the nodes. Similarly, when a node wants to
reintegrate after a perturbation, this node must be able to gather
the global time from the information transferred on the communi-
cation media. Our interest has been how to efficiently establish the
global time during startup and reintegration.

What do we gain or lose by choosing the event-triggered vs. time-
triggered communication paradigms? | Chapter 3 |.

The event-triggered and time-triggered communication paradigms
and their media access methods have in a way been opposite poles
in the community. The prevailing opinions are that:

e The event-triggered approach provides flexibility and is effi-
cient in using the communication media.

e The time-triggered approach is more restrictive in how the me-
dia is used. Instead it provides a predictability that facilitates
reliable designs.

Our interest has been to objectively and quantitatively ascertain the
conditions and design space requirements where these statements
apply as well as how much difference in efficiency there is under
varied communication scenarios.

Can we combine the best of the event-triggered and the time-
triggered worlds? | Chapter 4 |.
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Finally, we have been interested in if, and in such cases how, we
can achieve the best of both worlds, i.e., can we combine the event-
triggered and the time-triggered paradigms and keep their best
properties. Is it possible to achieve a composite communication
system with the predictability of a time-triggered system and the
flexibility of the event-triggered system.

1.4 Activities

In this section, we will describe some of the activities performed during
the author’s time as Ph.D. student. We also present some activities not
directly figuring in the main part of the thesis, but which constitute
background and related work behind the thesis. Some of this is presented
in detail in the appendices.

This doctoral thesis is a continuation of the work presented in the
licentiate thesis [Cla99], where we followed a top-down design approach
for studying the communication between nodes. Thus, we have studied
the requirements and design tradeoffs that affect the communications
system. This provide us with a good understanding of the difficulties and
requirements of constructing a reliable communication system.

In order to get a better overview of the requirements and difficul-
ties of reliable and cost efficient communication, we have studied how to
design dependable distributed systems. As part of this work the XBW-
model [CPS98, Cla99] was developed together with the partners within
the European Brite-EuRam III project X-By-Wire [X-B98]. This concep-
tual model facilitates the development of distributed-embedded systems.
The model describes the time behavior and distribution properties of a
system in such a way that static scheduling and systematic fault tolerance
can be applied. The conceptual model also enables the definition of an
appropriate fault model. This fault model along with the XBW-model
allow efficient and systematic use of well-known software based error de-
tection methods. We also show a short example using this model base on
a Steer-By-Wire system. The X-By-Wire model highlights some of the
important factors that must be considered when developing an embedded
distributed system. The model emphasizes the importance of interfaces
between different objects, such that they have a correct interface and
prevent faults from disseminating through the system. Specifically, inter-
process communication is targeted where the communication can both be
within a node or externally using the communication media.

In distributed systems, there is an additional focus on node external
task communication as it uses the communication media for such infor-
mation transfer. The chosen communication architecture will affect the
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system design, as it has affect on the transfer rate, response times, relia-
bility, etc. Thus, it is very important how we choose the communication
architecture. To study these effects, we have used the computer control
of a brake-by-wire system in a heavy-duty truck as a case study. From
this case study, relevant requirements have been extracted and we have
studied the efficiency using different design approaches, considering the
effect on reliability and communication. Naturally, the results from this
study are limited to this case. However, many systems have similar re-
quirements and configurations for which this investigation is informative.
As this serves as a background to the main result of the thesis, we have
appended this report in Appendix A.

As we described in PS1, achieving and maintaining a common time
view is essential in a time-triggered system as they fundamentally depend
on time-sharing of the communication media. Mechanisms for resynchro-
nization are also necessary after a perturbation has forced a node to
restart. Focusing on broadcast-media based communication protocols in
TDMA environments, we present a novel, synchronization approach with
cost efficiency and reliability as the main drivers. This approach utilizes
information about each node’s unique message length as node identifiers
over the synchronization process. Furthermore, our initial start-up syn-
chronization approach is fault-tolerant and has a bounded start-up time.
It avoids start-up collisions by postponing retries after a collision. We also
present a resynchronization strategy that incorporates recovering nodes
into synchronization.

In order to prepare for the work with PS2 and PS3, we have inves-
tigated existing multiple-access methods appropriate for hard real-time
systems.

In PS2, we described the differences amongst two contemporary
media-access methods, the time-triggered approach and the event-
triggered approach. As part of this work, we have compared these two
methods to see how they behave under different conditions. The inten-
tion is to help system designers determine how these two approaches
differ under varied operational scenarios. This has been accomplished
by two types of simulations where we have studied the behavior of these
approaches. The first simulation type used a system with varied task
and communication mix. In the second type, we studied the system by
looking exclusively at the communication media. The work does not aim
to to establish the basic properties of the basic communication proto-
cols and approaches, as they are well known. Instead, we have focused
on quantifying these differences and establishing the specific operational
conditions where each technique works best. The intent is to provide the
system designer with information about the preferred operational profiles
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for each TT or ET schema to be able to conduct quantifiable trade-offs
during system design.

We have developed our perspectives from the investigation of existing
media access methods, as well as the study of the event-triggered and
time-triggered paradigms. On this basis, We have developed efficient ap-
proaches to provide for composite event-triggered and time-triggered ser-
vices within a common time-triggered paradigm such that we can achieve
both the predictability and the flexibility inherent in time-triggered and
event-triggered systems, respectively.

1.5 Main Contributions

We briefly state our main contributions presented in this thesis. Focus-
ing on the composite provisioning of efficient fault-tolerant and real-time
requirements, the contribution of this thesis is the development of novel
communication approaches via the development and investigation of:

1. A novel synchronization approach for broadcast-media based com-
munication with high reliability and efficiency, which is intended for
TDMA environments. Unlike virtually all existing techniques, this
method does not require explicit transfer of node id’s.

2. Investigation of different multiple-access methods appropriate for
hard real-time, followed by:

e A quantitative assessment of the basic capabilities and limi-
tations of the time-triggered and event-triggered approaches
under different working scenarios. This study is intended as a
basis for design decisions for communication systems combin-
ing issues in schedulability /predictability and efficiency.

e Proposed new solutions for composite provisioning of the
event-triggered and time-triggered paradigms, such that we
maintain the flexibility and determinism emanating from the
event-triggered and time-triggered approach, respectively.

1.6 Disposition

The disposition of this thesis is as follows: Chapter 2 presents our novel
synchronization approach for initial startup as well as re-synchronization
of a TDMA system. Chapter 3 presents a more in-depth analysis of the
behavior of two common media access methods for embedded real-time
systems, where we study the efficiency of time triggered communication
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compared to event-triggered communication. The final contribution is
presented in Chapter 4, describing solutions how to send event-triggered
information on a time triggered channel, both based on existing technolo-
gies and new approaches. In Appendix A, which follows, we have some
background material, which consists of an investigation of communication
architectures, and their impact on bandwidth and reliability. It also treats
how to map control algorithms to fit with these different communication
architectures, based on [CGS00].
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Chapter 2

Synchronization Approaches
in Time-Triggered
Environments

N this chapter we have developed low-cost and fault-tolerant synchro-

nization strategies for Time Division Multiple Access (TDMA) environ-
ments, see Section 1.1.1. Specifically, highly efficient, and fault-tolerant
communication primitives for safety-critical systems with hard real-time
requirements.

Virtually all existing synchronization techniques define and utilize ex-
plicit bits for node ID, which are used in the synchronization algorithm.
In this work, we remove the explicit bits in messages-frames used for node
ID; instead we use each node’s unique message lengths as node identifier.
The communication primitives are intended for communication protocols
where the access method is TDMA. The primary primitives of interest
address the start-up behavior of a protocol in a TDMA environment. We
investigate how to effectively use the information about messages lengths
(ML) as a form of message identifiers upon which a synchronization ap-
proach can be built — we term this the ML-approach. A solution for
avoiding start up collisions is also discussed using a similar method.

In this chapter we have assumed a broadcast bus as the communica-
tion media. Bus systems are prolifically used in many systems today on
account of the simplicity and low cost. In computer control, many differ-
ent protocols utilize a communication bus, for example, CAN [CAN91].
However, with a communication bus a number of different media access
strategies exist on how a node can potentially access the bus. The most
common way to solve this is by contention resolution, more specifically
Carrier Sense Multiple Access (CSMA), where each node senses the bus
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for activity and may send when none is detected. This has the draw-
back that if two nodes send at the same time, the messages will collide.
Therefore, it is often combined with Collision Detection where the col-
liding nodes withdraw if they sense a collision; this is called CSMA /CD
and is used in, for example, Ethernet. Although used with great success
in Ethernet, the CSMA/CD method is not appropriate for hard real-
time systems due to the lack of determinism. With CSMA/CD, it is not
deterministically possible to avoid repeated collisions, which effectively
constrains estimating worst-case communication times.

To avoid the limitations of CSMA /CD for real-time systems, collisions
can be avoided using bit arbitration. With bit-arbitration, messages sent
simultaneously are arbitrated using the bit sequence in the beginning of
each message. This implies a priority order among messages. Nodes are
not allowed to send messages with the same arbitration bit sequence. Us-
ing the priority order among messages, a worst-case communication time
can be calculated for each message [TB94]. Using bit arbitration, the bus
propagation time implies a minimum length in time of the communication
bit. Furthermore, bit pulses must be fairly well formed for the arbitration
to work. These two facts limit the possible bit communication speed, and
it becomes dependent on the cable length.

Token bus (IEEE 802.4) and mini-slotting [ARI95] are other funda-
mentally different medium access schemes. However, token bus is sen-
sitive to loss of the token and mini-slotting is limited in bandwidth as
it is based on the concept of delays. In this chapter, we focus on the
TDMA media access method where nodes are pre-assigned time-slots in
a repeating schedule. TDMA communication provides a deterministic
behavior where, for example, arrival times and worst case delays can be
easily calculated. Although TDMA communication has been criticized
for its static properties and its consequent lack of flexibility, the proper-
ties inherited from the determinism of TDMA communication are very
useful, for example, evident timing, composability, easy fault detection,
and testing [Kop93].

Furthermore, most computer control systems have real-time require-
ments where these properties are particularly important, especially when
combined with the safety requirements, i.e., hard real-time system, where
the consequences are catastrophic if deadlines are missed.

2.1 Related Work

Several solutions to TDMA system start-up exist at present, though most
deal with systems of limited size where the propagation delay is easily
bounded. One possible approach is to use a known bit-pattern at the



2.1 Related Work 19

beginning of each frame or TDMA cycle [KU95, Sta91]. If a unique bit
pattern is used (technique 1), synchronization is obtained when this pat-
tern is detected. If it is not unique (technique 2), the node can search
the transmitted bits for maximum correlation with the known pattern
and, eventually, obtain synchronization. Both of these cases have delay-
related drawbacks for time-critical safety-related applications. Also, if a
unique bit-pattern is used, bit-stuffing or similar techniques are necessary
to avoid this bit pattern within ordinary messages; in embedded systems
for control applications, messages are typically short and in the 100 bits
range. Thus, any additional bits results in large overheads. The second
technique dictates that maximum correlation must be found, which is
complex and adds time overhead. Instead of a bit-pattern, a unique sig-
nal level can be used, e.g., a third signal level, other than 0 or 1. However,
the extra hardware necessary would probably be more efficiently used to
improve the bit encoding. Also, if a faulty node repeatedly issues the
resynchronization signal, such a failure would be more severe and diffi-
cult to mask than other failure modes that result in invalid transmissions.
If, instead, the synchronization information was embedded in a regular
message, a message (and a correct checksum) would have to be trans-
mitted successfully in order to achieve synchronization. This is unlikely
unless the node is correct.

In the TDMA protocol TTP [KG94], a node is reset and transits to
a start-up mode on initialization or when a system-wide communication
blackout has occurred. On entering this mode, each node has a unique
delay until its first message is transmitted. The unique delay reduces the
risk of collisions, but it also means that we cannot continue sending ac-
cording to the original bus schedule. Instead, the bus clock must be reset
when initialization mode is entered. Moreover, if collisions are detected
while in this mode, all nodes must reset their clocks [KKH"96]. In the
Lightning architecture [DPC*96], the lock-step method is used. During
start-up, a node is not allowed to send until its predecessor has trans-
mitted, except for a dedicated ”first” node. A time-out is used to detect
node failures and allow nodes to start sending even if their predecessor
has failed.

The TTP protocol is one of the most well known completely time-
triggered approaches. It is a full communication solution, thus, the
startup and restart mechanisms we use for comparison is only one part
of the TTP protocol. For example, TTP contains services for member-
ship handling and changing operational modes of the communication.
However, it should be clear that we, in our approach, only cover startup
and resynchronization and have not addressed the membership and op-
erational mode parts. There is nothing preventing this synchronization
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approach to be combined with other communication services, and even
TTP’s approach for operational modes and membership handling.

In the next section we will recall the system model from the intro-
duction, Section 1.1, and include some additional details special for this
chapter.

2.2 System, Communication, and Fault Models
Behind the Approach

The System Model: Here we uses the TDMA part of the system model,
described in the introduction, and give some more specific details. Recall
that, we assume a safety-critical system with real-time requirements and
there are n autonomous nodes that communicate via a broadcast bus.
The nodes have local counters that are used to control the sending and
receiving of messages. Furthermore, the nodes operate in a cyclic manner,
where each node sends exactly once, when nothing else is stated, in each
TDMA communication round, as shown in Figure 2.1. We also assume,
that different nodes may use different message lengths, i.e., a node 7 sends
a message of length tm,.

Node A sends in time-slot 1
/ B /in time-slot 2 ...

Al B[ Cc | «+-[ NJA[ B |-
Slot 1| Slot2 \ Slot3 | eee| SlotN [Slotl| Slot2 | o«
TDMA round 1 TDMA round 2

Figure 2.1: A TDMA communication round.

Communication Model: We assume two levels of synchronization,
(1) synchronization at frame level and (2) synchronization at the commu-
nication schedule level. This work assume that an existing approach is
used to achieve the frame level synchronization, which ensures that each
bit-value is received correctly.

Instead we focus on the communication schedule level, which synchro-
nizes the nodes to the same phase of the communication schedule. That
is, to ensure that all nodes agree on the current position of the communi-
cation schedule. To achieve this, it is necessary to make nodes exchange
time information such that they can agree on a global time. The global
time is a coarse-grained time that basically corresponds to the position
in the communication schedule.

Each node must store the communication schedule, which will contain
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the information of when and what a node should send. The storage
requirement for this information is normally relatively small, typically a
few kilobits, since we deal with embedded systems with a limited number
of nodes, especially when we consider the evolution of today’s computers
and memory.

The global time-base can be used to synchronize distributed tasks
and minimize delay and jitter by relating execution times of tasks to the
TDMA rounds, as has been established by [KG94, KKH"96]. This eases
the scheduling of periodic tasks.

The intended area for these communication primitives is hard real-
time systems that also need to be cost-efficient. The intent is to maintain
as low complexity of the primitives as possible. Communication band-
width for embedded system is sparse and has developed very slowly when
compared to the growth in processing efficiency. Thus, it is important to
have efficient protocols with limited communication overhead.

The Fault Model: The initial synchronization algorithm requires
a majority of nodes to synchronize such that different smaller groups do
not form disparate cliques. This puts a limit on the number of tolerated
faulty nodes to |(n—1)/2|, where n is the number of nodes in the system.
We assume that nodes follow fail-silent semantics, as discussed in the
introduction.

For the bus, we assumed omission failure semantics where messages
are either received correctly and on time or not at all. Recall that this
design, (fail-silent nodes and a bus system) efficiently exclude timing fail-
ure on the bus. Similarly, Byzantine failures are not considered as they
are avoided by design, using a bus combined with message checksums.

Thus, the initial synchronization will tolerate |(n — 1)/2] node fail-
ures and message omissions. The number of message omissions may affect
the synchronization time, which will be discussed in Section 2.5. A node
recovering from a failure will need resynchronization in order to send
messages. A node using our ML-approach for synchronization will imme-
diately regain synchronization after the first correct message reception,
since it can then determine the sender of the message and thus where in
the communication schedule the system is. Thus, assuming normal op-
eration, message omissions will only affect the time for resynchronization
of the node.

In the next section we discuss our approach along with current ap-
proaches on initial synchronization and resynchronization, highlighting
properties and shortcomings, in order to put our approach in perspec-
tive.



22 Synchronization Approaches

2.3 Initialization and Resynchronizations: Out-
lining the Basic Approach

The initialization problem of TDMA communication is that nodes can
only be synchronized by sending messages on the broadcast bus. How-
ever, to be able to send messages on the bus such that collisions are
avoided, the nodes must be synchronized in the first place. This leads
to a situation where, similar to CSMA /CD, no upper bound can be put
on the initialization. For real-time systems and especially hard real-time
systems, a bound on the startup time is desirable.

Current Approaches: The usual way to exchange time and thus
the position in the communication schedule is to send the time of local
clocks explicitly in messages. An algorithm can then be used to agree on
the global time. We advocate an approach where the message arrivals are
clocked and these time values are used for synchronization. This can be
done since messages are pre-scheduled and these time values will reflect
the local time of the corresponding sender. That is, we can extract the
sender’s opinion of time, as it sends the message according to its local
clock. To succeed with the extraction we must first have a method of
identifying the sender of the message. Then the static schedule unam-
biguously provides the send time. The difference from the scheduled send
time and the local time when the message was received, is used to create
a correction of the receivers’ clock.

A message identifier is usually included in the beginning of messages,
as id-fields. When using static scheduled messages, the reception time
of the message can serve as the id, thus making the id field of messages
unnecessary under normal operation. This assumes that nodes have syn-
chronized their local clocks, i.e., the nodes have agreed on the position
in the communication schedule. Thus, before the nodes are synchronized
or when nodes lose synchrony, explicit message ids are necessary. Thus,
nodes need to send explicit message id’s until nodes are synchronized.

To handle initial synchronization and resynchronization we can send
the message-id in all messages, as done in DACAPO [RLST95]. Another
way of achieve synchronization is to send special initial messages, as done
in TTP [KG94]. Sending the id in all messages will add extra overhead,
which is only useful at startup and at synchronization. Thus, sending
special messages at startup appears as a good idea, but then we increase
the complexity by adding an extra communication mode at startup. Fur-
thermore, resynchronization of nodes is not handled, i.e., reintegration
of a node that has lost synchronization. In such a case a membership
service must be introduced. A third alternative is to let a node send
periodic messages with resynchronization information. If the node that
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sends such a message fails, nodes that have lost synchronization will not
be able to reintegrate. Therefore, additional nodes have to send messages
with resynchronization information to tolerate failures. The disadvan-
tage is the requirement of an extra mode and the additional overhead at
runtime.

Proposed Approach: Our solution takes advantage of information
that is inherent in statically scheduled communication. Instead of includ-
ing the message id in each message, we use the length of messages as
the id. This implies that messages have different lengths and that the
lengths of the time-slots correspond to these message lengths. With a
static schedule and the length information, a message receiver immedi-
ately knows who the sender is. However, this requires that each node has
a list of the length of messages and to which node they correspond. The
unique message lengths of nodes are chosen according to the amount data
each node need to transfer, i.e., the node with most data to transfer (per
time unit) will have the largest message. When nodes require the same
message length we can break the symmetry by differentiating the mes-
sage length of these nodes. We can also ensure that there will be unique
sequences of message lengths to synchronize on, which we will come back
to later in this Chapter and in Section 2.6.3.

This approach is very useful both during start-up and resynchroniza-
tion, as a node will require only one message receipt to be able to achieve
system level synchronization.

Using this approach, nodes will know the position of the commu-
nication schedule as soon as one message has been received correctly.
However, using different message lengths will not prevent messages from
colliding. Making a new retry one TDMA cycle later can lead to a new
collision and, in the worst case, lead to an infinite sequence of collisions.
The usual work-around for this is to wait a random delay before resend-
ing, usually called exponential back-off*. This usually works but for hard
real-time systems, a bounded time on startup and resynchronization is
required.

To achieve a bounded start-up when messages collide, each node will
delay its retry by a short but unique time period. We will show that, by
using time periods that are short compared to the cycle time, the worst-
case start-up time is bounded. This worst case scenario is extremely
unlikely and we will therefore show the average startup times of this
approach, using simulations.

In most systems, the nodes are likely to have different requirements on

!The exponential back-off strategies used in CSMA do not provide a guaranteed
bounded time to bus access. Predictable bounded times are essentially required for
safety critical applications.
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Figure 2.2: A TDMA communication round. Nodes with odd id numbers
having unique message length. Nodes with even id numbers all have the
same message length.

bandwidth, thus the requirement of unique message lengths is normally
not a limitation. It offers more flexibility than a system using messages
of the same length. The requirement of unique message lengths can even
be relaxed if some nodes need to send the same amount of data. Nodes
can then use messages with the same length by adding simple constraints
on sending at the initial synchronization. Such a constraint could, for
example, be that only messages longer than previously sent messages
are allowed to be sent. This simple algorithm will allow many messages
with the same message length. Although it is easy to come up with
communication schedules for which the suggested algorithm would not
work, there are in most cases other modifications of the algorithms that
will work. The simplest solution to solve the problem is however to make
a message slightly longer, i.e., add padded bits.

In a situation where we have many short messages requiring similar
amount of sent data, it might be difficult to choose different lengths for
each node. This situation can easily be handled with two adaptations:
(1) at startup, only nodes with uniquely identifiable messages lengths are
allowed to send. This means that during startup the received messages
must be identifiable, such that nodes can synchronize with them. In
Figure 2.2, we show an example where only nodes with odd id numbers
are allowed to send. (2) During resynchronizations, at least a unique
sequence of lengths is sufficient as it can be used to locate the position
in the TDMA cycle. For reintegration, it is also sufficient with a unique
sequence of message lengths. In Figure 2.2, a resynchronizing node can
be synchronized as soon as a message from a node with odd id is received.
Thus, for startup, only nodes with unique message lengths can send, such
that the startup is fast.
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2.3.1 The Node-Level Synchronization Operations

On this background, we now detail the node synchronization process.
Nodes work in three different modes depending on the level of synchro-
nization achieved, see Figure 3. In Mode (1) normal operation a node is
synchronized and sends according to the preassigned schedule. Mode (2)
resynchronization mode is entered when a node has lost synchronization
or messages from less than half of the nodes are received. Mode (3) is
the recovery mode that a node enters at startup and after a disturbance
preventing message reception for the duration of a full TDMA cycle. The
rules are based on those described in [L6n99a]. We first provide some rel-
evant definitions that are used in the synchronization protocol description
in Section 2.3.1.

Definitions

n is the number of nodes in the system.

tm; The time it takes for a node i to send its message M;, i.e., this time is
proportional to the message length.

INC; Each node 1 is alloted a unique time period I NC; used to delay the nodes
transmission after a collision.

tmpyax The time it takes for the node with the longest message M, to send
its message, i.e., the time it takes to send the longest message.

TC; The time counter for node %, keeps track of the current time in the schedule.
With this pointer each node will know when to send.

ST; The send time of node 1.

MRvec Message Receive Vector, containing information on whether the lat-
est n messages were received correctly or not. In a system with eight
node’s (n = 8) where a node’s M Rvec contains three 0’s and five 1’s,
{0,1,0,0,1,1,1,1} means that this node has received five messages correctly
and three incorrectly or not at all. M Rwvec is a FIFO list where a new
message is inserted and the oldest are shifted out. In case of an incorrect
message or no message is received a 0’s is inserted into the vector, other-
wise, if a correct message is received a 1 is put in the vector. We denote
the number of 1’s in M Rvec with ones(M Rvec).

SC; The silence counter for node 7, timing the period from last bus event or
disturbance. The silence counter is reset every time any messages/traffic
is sensed on the bus.

Having introduced the definitions, we now present the synchronization
protocol, with the operational modes and their corresponding operation.
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Synchronization protocol, modes and operation

Each of the following operations is performed at each node. A node will
also treat message receptions from itself in the same way as other nodes,
e.g., updating the M Rvec.

Normal mode: When nodes are synchronized and messages are re-
ceived from more than half of the system nodes.

1. For each correctly received message M, sent by node s, the receiving node
r updates the time counter T'C,. by adding the time ¢mg corresponding to
the received message M. Thus T'C,. = T'C,. + tmg. The received message
vector M Rvec is updated and a 1 is inserted into the vector.

2. If an incorrect or no message was received by a node 7, the time counter
TC, of node r is incremented with the duration of message i, tm; of the
expected message. The received message vector M Rvec is updated and a
0 is inserted into the vector.

3. Enter Resynchronization mode if messages from less than half of the nodes
have been received correctly, i.e., the number of ones in M Rvec is less than
half of the number of nodes, ones(M Rvec) < [n/2].

4. A node i will send its message when the time counter is equal to the send
time, TCl = TSz

Resynchronization mode: Having sent a message in recovery
mode, a node enters resynchronization mode and waits for reception of
messages from half of the nodes. (Note: No message transmission is made
in Resynchronization mode).

1. When a correct message M, is received by node r, set the time counter
TC, according to the end time of this message, TC, = ST + tm,. The
received message vector M Rvec is updated and a 1 is inserted into the
vector.

2. If an incorrect or no message was received by a node r, the time counter
TC, of node r is incremented with the sending time ¢m; of the expected
message. The received message vector M Rvec is updated and a 0 is in-
serted into the vector.

3. Enter Normal mode when messages from a majority of nodes have been
received correctly.
ones(M Rvec) > |n/2] (2.1)

4. If the bus has been completely silent for one communication cycle (silence
counter is greater then the time period, SC >= T) enter recovery mode.
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Recovery mode: The start mode, where nodes enter at initial-
startup. A Node starts by listening to the bus for one communication
cycle; if no message was received it will send its message. Nodes also
return to this mode in case of complete loss of synchronization.

1. A node i is allowed to send a message if the following condition is fulfilled:
The local time counter T'C}; indicates that it is node i’s turn to send, we
refer to this time as ST;.

2. When a correct message My is received by node r, set the time counter
TC, according to the end time of this message, TC, = STs + t;ns. The
received message vector M Rvec is updated and a 1 is inserted into the
vector.

3. If an incorrect or no message was received by a node r, the time counter
TC, of node r is incremented with the duration tm; of the expected mes-
sage. The received message vector M Rvec is updated and a 0 is inserted
into the vector.

4. If a collision was detected by node i when sending its message, it will
immediately stop sending and postpone its retry with INC; time units,
i.e., next transmit time is INC; 4+ T, where T is the period time.

5. When one message has been successfully sent, enter Resynchronization
mode.

6. Enter Normal mode when messages from a majority of the nodes have
been received correctly in M Rvec, i.e., (ones(M Rvec > [n/2]).

-Send Msg. If 7C; = ST; Not allowed to send
Ones(MRvec) < |n/2 |

J« o
" Ones(MRvec)>[n/2] { Resynchronization

Bussilent > T’
Ones(MRvec) > |_n /2

Msg. Successfully
sent

Recovery

-Send Msg. If TC; = ST,
-Collision: withdraw, retry at T+INC;

Figure 2.3: Communication controller states

To reach normal mode (Fig. 2.3), we require message receipt from a
majority of the nodes, thus we tolerate [(n — 1)/2] faulty nodes. The
effect of failure during start-up and resynchronization is a delay in the
startup time.

It is important to avoid repeated collisions of messages which would
prevent the system from synchronizing. This is handled in the recovery
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mode above. Each node i is assigned a time increment I NC;, significantly
shorter than the period time T. If a collision occurs, colliding nodes will
postpone their next retry with a time equal to the increment I NC;. Thus,
the next send time tx41 for node ¢ will be one period plus the time incre-
ment, i.e., txy11 =t + T + INC;. This will postpone the resending of the
message with the time period INC;.

If further collisions occur, a node will keep adding its unique time
period INCj; to its time counter. After a deterministic time interval as
detailed in Section 2.4, Equation (2.3), at least one message will not col-
lide. All nodes will receive this message and synchronize to it, which will
prevent further collisions. Thereby, the initial synchronization completes.

In the worst case scenario the number of collisions will be [n/2 |, where
n is the number of nodes in the system. In Section 2.4 we will derive this
figure and show its correctness.

2.4 Upper Bound on Startup

In this section we establish the upper bound on subsequent collisions,
which is [n/2]. In an initial start-up scenario, a node will start in the
Recovery mode. In this mode, a node will synchronize with the first
received message. Thus, we need to show that the nodes, in a bounded
time, will receive an uncorrupted message to synchronize with.

To prove this upper bound on the initialization we use the following
assumption:

INC; <INCy < ---<INC, << T (2.2)

where n is the index of the last node. Thus, node n will use the longest
delay after a collision. The minimum time unit must be at least one
propagation delay, 7, of the media. Thus, the shortest /NC' must be at
least 7, and the following must differ with at least 7.

The goal is to prevent that an infinite sequence of collisions occur on
the bus. This is done by postponing a node i’s next send retry with I NC;
after a collision, preventing the same nodes from colliding at their next
retries. Using these assumptions, we can draw the following conclusions:

1. The worst case number of collisions occurs when all nodes collide
but only in pairs. That is, the first two nodes collide then the next
two etc. In this worst case scenario, all nodes will collide again at
the next retry, but in different pairs.

2. For such a worst case scenario to occur, nodes with the longest INC
delay must collide first followed by collisions of pair of nodes with
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decreasing INC' delays, i.e., node N,,, with INC,,, will collide with
node N,_1, with INC,,_1, and then node N,_o with N,_3 and so
on. If the two nodes with the shortest delays (INCj and INCs)
collide first they will not collide again. Furthermore, they will not
collide with any other nodes as other nodes delay their retries even
further. Thus the collisions would end at their next retry.

For each collision, the “fast” node will move forward a step and must
collide with a node that has a lower INC' delay. To explain the idea we
give a short example with 10 nodes where these possible collisions give
a worst case scenario. In each row, (IV;,N;) indicates that nodes N; and
N; have collided and K indicates the collision number:
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K=1 (N1o, No)(Ns, N7)(Ne, N5)(Na, N3)(N2, N1)
K=2 (Ng, N7)(N1o, N5)(Ng, N3)(Ng, N1)(Ng, N2)
K=3 (N7, N5)(Ng, N3)(N1g, N1)(Ns, Na)(Ng, Ny)
K=1 (N5, N3)(N7, N1)(Ng, No)(N1g, N4)(Ng, Ng)
K=5 (N3, N1)(Ns, Na) (N7, Na) (N, Ng)(N1o, Ny)

Based on this idea of postponing the retries with a unique delay, we
prevent infinite sequences of collisions. Thus, for n nodes, we will get a
maximum of |n/2]| collisions. An odd number of nodes will only require
that we have a number of triple collisions to get a worst case, and this
reduces the probability of collisions.

The longest delay before a message is sent without collision is then:

tatartup = ([1/2) + 1)(T + INCy,) (2.3)

where T is the TDMA round time and INC,, the largest increment
among the nodes.

2.5 Properties and Overhead

In this section, we discuss and show the properties of this synchroniza-
tion approach. The overhead of synchronization can be manifested in
three ways, namely (1) communication overhead, (2) synchronization
time overhead and (3) computation/memory overhead. The communi-
cation overhead relates to additional data that must be transferred in
order to achieve synchronization. The time overhead relates to the ad-
ditional timeouts, retransmissions etc. Finally the computation/memory
overhead is related to processing and memory storage which is required
in order to accomplish resynchronization.

This synchronization approach is efficient in the sense that it has
low overhead. However, there is invariably some overhead related to
communication services like synchronization. In safety-critical real-time
systems, the synchronization overhead and communication overhead are
normally most critical. Computation time and memory is relatively cheap
in comparison. Therefore, we favor a solution that may have a larger
computation overhead but smaller time and communication overhead.
The following list summarizes the main overhead contributors in this
approach:
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Communication: No additional messages are sent and no extra in-
formation bits are needed to achieve synchronization, except in the rare
cases when we need to add extra bits to get unique message lengths.

Time: Synchronization is accomplished as soon as a message is re-
ceived. It may be delayed by collisions and faulty nodes, bounded as
given in Equation (2.3), Section 2.4.

Computation/Memory:

e Each node carries a list of “n”, i.e., one for each node in the system,
entries containing all message lengths and the corresponding nodes,
it also include the knowledge about the time slot it should be sent
out in.

e A counter which keeps track of local time, i.e., the point of the
communication schedule the system has currently reached.

e A vector with the n last received/expected messages, with only
one bit necessary for each node, indicating received or not received
messages.

To analyze the proposed Message Length (ML) approach, we compare
it with two existing approaches for initial synchronization and resynchro-
nization. The approach used in DACAPO [RLST95] (D-approach) uses
fixed length messages where one or two special nodes change its send
time in order to resolve collisions. The second approach is based on the
one used in TTP [KG94, TTP99], the ( T-approach), see also Section 2.6.3
where nodes send special start frames and each node uses dedicated back-
off times. Finally, we include an approach that behaves as ML except
that it uses exponential back-off instead of time increments to resolve
collisions. This approach will be referred to as M Lc,,. The exponen-
tial back-off uses a random delay before retry, and additional collisions
exponentially increase the time range from which the random delay is cho-
sen. The exponential back-off is used in, for example, the Ethernet. This
method would require a random number generator in each node instead of
our increment value calculated and stored pre-runtime. Although slightly
more complex in implementation, M L, is independent of system size.

In Table 2.1, the main differences in overhead for these start-up sce-
narios are summarized. The main categories we have compared are (a)
communication bandwidth overhead (in number of bits), (b) storage over-
head, (¢) bounded/unbounded startup time and (d) maximum time for
a node to resynchronize. In our ML approach and M L.g),, there are no
communication overheads, since information is transferred using message
lengths. The required storage is proportional to the number of nodes n
such that a message can be identified by the message length. The major
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difference between these two is that M L has a bounded startup time, see
Section 2.4.

For the resynchronization approach, the time to resynchronize a recov-
ered node is totally dependent on the time of reception of a first message.
The time to send messages from node i, i.e., the duration that message
occupies the bus, is tm; and we assume that we index the nodes such
that the send duration for node i is shorter than for node ¢ + 1, i.e.,
tm; < tmg < -+ < tm; < tmyy < --- < tmy,. Thus, the worst case
resynchronization time, i.e., the longest time it can take for a node to
receive a message, would be:

tresync =tmp_1+tmy, (24)
In case of f faults, i.e., message omissions or node crashes, we have:
tresync = tmn—l—f + -+ tmp_1 +tmy (25)

As we see in Equation (2.5), tresyne Will increase for each extra fault. As a
pessimistic approximation, we can write (f+1)-tmyqq if f is the number
of tolerated faults and tm,,, is the longest message length.

The TTP approach requires special initialization messages to be sent
that include information about the sender. A node is synchronized when
it has received an initialization message; this is equally true for a resyn-
chronizing node. Thus, initialization messages must be sent during nor-
mal operation to allow a recovering node to resynchronize. Furthermore,
to tolerate failure of the initialization message sender, (f 4 1) nodes must
send this types of message. The number of bits required in initializa-
tion messages is (f + 1)loga(n), where loga(n) bits are needed to identify
the sender and such a message must be sent (f + 1) times to tolerate f
failures.

| Method | Comm. (bits) | Memory (bits) | Startup | Resynch. (secs) |
Message Length 0 xn B (f+1) - tmmae
(ML)
D-Approach log2(n) - n log2(n) B (f+1)-tm
T-Approach loga(n) - (f+1) loga2(n) B fta+tmim
M Legp. back-off 0 xn U (f+1)-tm
Table 2.1: Properties of startup/resynchronization approaches.

B=Bounded and U=Unbounded.

The start-up time for this approach is normally bounded, since all
nodes should listen to the bus and reset their local clock at this time.
After such a reset, nodes will wait for a node-specific time, based on the
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requirement, to send their message. For this to work and to be sure of
avoiding additional collisions, all nodes must have sensed the collision. By
increasing the time between two successive initialization messages, reduce
the overhead stemming from initialization messages. This will however
increase the worst-case time for resynchronization of a recovering node.
The worst-case resynchronization time depends on the time between and
length of initialization messages, f-tq+tm;m, where t4 is the largest time
between initialization messages and tm;,, is the length of those messages.

In the D-approach, the sender ID is always included in the message
and will result in a communication overhead of nlogs(n) per TDMA cy-
cle. There is no extra storage needed for either the D-approach or T-
approach for the startup. This should not be confused with the fact that
TTP-controllers already store total information about the communica-
tion schedule, including messages lengths. This extra overhead is used
for other purposes than the startup synchronization and resynchroniza-
tion.

Table 2.1 shows that the M L-approach combines a bounded start-up
time with low communication overhead and fast resynchronization.

2.6 Simulations

To show the normal start-up behavior of our approach, we have simulated
the initial startup synchronization and measured the time for all nodes
to reach the Normal mode. This has been done in a number of scenarios,
such as under normal fault free condition as well as with faulty nodes
during the startup.

We have assumed that we have a bus system where the bus is no longer
than 40 m. The propagation delay for a 40 m cable is approximately 0.2
s, and we have chosen our communication bits to twice this time. This
affects the startup times but as we have used the same for all simulated
protocols it does not affect the relative comparison between protocols.
In these simulations, the basic time-units are 0.4 us, i.e., the basic bit
transmission time.

The message lengths are unique and chosen as a multiple of the basic
time unit, of 0.4 us. For the time increments (INCj;) it is important that
they are longer than the propagation time. Furthermore, they should
differ by more than one propagation time-unit each, such that after a
collision between two nodes, these nodes will not collide again. In our
simulations, INC; is chosen starting with one time unit, i.e., two times
the propagation time, and for each additional node we add two time units,
e.g., INC; =1,3,...,(14+2-4) for i =1 to n where n is the number of
nodes.
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End time, all nodes
in Normal mode.

0 T 2T \ 3T 4T

Local clock values at simulation time 0 are
evenly distributed within the TDMA schedule.
Thus ranging from 0 to T time units.

Figure 2.4: Startup initialization.

The start times of the local clocks, i.e., the time counter T'C, have
been evenly distributed in the time interval (0,T) where T is the TDMA
round time, see Figure 2.4.

2.6.1 Normal Operation

We have started our simulations by finding the startup times under con-
ditions when all nodes work correctly. The message lengths have been
chosen randomly from 24 bits and up, such that the Cycle Time (CT) of
a communication round is equal to a certain chosen period. The selected
periods are between 0.2 and 1.6 ms. The size of the system varies between
6—24 nodes.

For each CT (cycle time), 50 sets of messages with randomly gener-
ated lengths were used. We have initially chosen to randomly generate
messages between 24 bits and CT'/(n/2), where n is the number of nodes.
The 24 bits is not a limit but has been chosen as it is reasonable to assume
that smaller messages than that are seldom used. However, if messages of
equal length were generated they were separated by decreasing the length
of one of them. Therefore, a few messages may have been separated such
that their length are below the 24 bits.

The sum of all n messages S, should be CT, therefore each randomly
generated message length mlr; was adapted according to Equation (2.6).
The used message length ml; is then:

S, —24-n
CT—24-n
This ensures that messages are randomly generated starting from 24
bits and the total sum is CT. The message length distributions for the
6-node and 24-node system are shown in Figure 2.5 and Figure 2.6.
We use the 24-node case to show the operational capability of our
approach for a relatively large system size as well. The system size of 6

ml; = (mlr; — 24) +24 (2.6)
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and 24 nodes will also be used for the simulation of the fault scenarios.

For each of these 50 message sets 1 000 startups were run, such that
in total 50 000 startups were run for each CT-case. In Figures 2.7-
2.10 we see the average, maximum and minimum startup times for these
simulation runs.

As seen in Figures 2.7 — 2.14 the startup time increases linearly with
increasing Cycle Time (CT). This means that the startup time increases
when the average message length increases while using the same system
size. This also applies to the maximum and minimum startup times.

The average startup time is dependent on the CT. The startup time
is basically a fixed factor of the CT. In the 6-node case the startup time
is close to 1.8 times the CT and slightly less for the 24 node case where
it is 1.6 times the CT.

2.6.2 Fault Scenarios

In this section we will see how a system startup behaves when one or
more nodes fail during startup. A number of failure scenarios can occur
during the startup of the system.

The main failure scenario we have to consider is when a node falls
silent before or during the startup. Since this will affect the startup be-
havior we have simulated when faulty nodes are silent during the startup.
The main effect on the startup is that the average startup times for the
working nodes increase, as can be seen in Table 2.2. It also shows the
relatively small standard deviation on the average startup for the three
cases and the increasing minimum and maximum startup times, due to
faulty nodes, during the simulations. To further show how the startup
is affected, we show in Figure 2.15 the relative frequency of the startup
times for the different simulation runs.

Startup time (ms) No. of faulty nodes
0 1 2
Mean 0,73 0,78 0,86
Std. Dev. 0,067 0,076 0,083
Min 0,40 0,58 0,57
Max 1,07 1,18 1,21

Table 2.2: Simulation result using a 6-node system with 0, 1, and 2 nodes
faulty during the startup, the cycle time is 0.2 ms

In order to show how the failure behavior changes for larger system
sizes we show in Figure 2.16 the relative frequency of the startup times
for a 24-node system. The maximum startup time also increases in the
24-node case and in our simulations the maximum startup time increased
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Figure 2.14: The relative frequency of the startup times, in a 24-node
system. Each curve corresponds to a Cycle Time, where the leftmost
curve has the shortest Cycle Time.
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from 1.60 ms, for the case with zero faulty nodes, to 1.87 ms for the case
with seven faulty nodes.
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Figure 2.15: The relative frequency of the startup times, in a 6-node
system. The cycle time is 0.2 ms. The curves correspond to startup cases
were the number of faulty nodes are 0, 1, and 2.

2.6.3 Identical Message Length Scenario

An argument against this method is that with larger system size, i.e.,
with increasing number of nodes and messages, it is difficult to assign
unique message lengths. Data transferred in most system are also often
multiples of bytes which makes it even more likely that different nodes
requires the same message lengths. However, this works with unique
sequences of message lengths as well as unique messages. There exist
methods of getting unique message lengths and ensuring unique message
patterns.

In real-time systems, data exchange often consists of control values,
e.g., actuator set-points etc., such data typically needs around 8 to 32
bits per message. These values are packed in messages and transferred
on the communication media. Normally, a number of these data values
are combined into a message, which controls the message lengths. Each
data could however be sent separately, but that would obstruct our main
objective, to decrease the overhead, as each message impose an overhead,
e.g., for checksums etc. Thus, better message response may come at the
expense of decreasing bandwidth efficiency.
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Figure 2.16: The relative frequency of the startup times in a 24-node
system. The cycle-time is 0.82 ms. The curves corresponds to a startup
cases were the number of fault nodes are varied between 0 and 7.

As larger systems are considered, which increase the number of mes-
sages, we may be forced to use messages with equal length. However, a
unique sequence of messages can also be used to decide the systems cur-
rent position of the communication schedule. When using a sequence, a
time penalty follows as more than one received message may be necessary
to resolve the position in the schedule. We will in Section 2.6.3 show how
this time can be reduced under certain conditions.

The sequences of message lengths we need to avoid are identical se-
quences that are repeated, which makes it impossible to distinguish the
exact position of the schedule. Assume that a number of nodes send
messages with length x, and another set of nodes sends messages with
length y and similarly there are nodes using message length z. Thus x,
y and z are non-unique message lengths, i.e., they do not provide unam-
biguous information of the position in the schedule. In Figure 2.17, we
show a few examples on unique and non-unique sequences. The difference
among unique sequences is the worst case time to unambiguously decide
the position in the communication schedule.

Note that we must use at least one more node with non-equal message
length than the number of faulty nodes that are to be tolerated.
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Unique sequences:

XYy X :)&y‘y ZXZ:.X.yy 77Y72ny X

XXXXXXXY ! XXXXXXXY ! XXXXXXXY ! XXXXXXXY
Not unique sequences:

XYZXXYZX ! XYZXXYZX ! XyZXXYZX : XYZXXYZX

etc

Figure 2.17: Unique and not unique sequences of message received from
a bus. Each TDMA-cycle is 8 messages and they are separated with
semicolon (:).

Optimizations

In this section we will describe how we can minimize delays emanating
from messages with same length. A sender with a non-unique message
length, say node b, will be pre-selected if a node receives a message with
the length of node b, i.e., nodes will assume b was the sender independent
who actually sent it. This pre-selected node, b, will be determined before
runtime. When receiving a non-unique message all nodes will assume b as
the sender and thereby the system nodes can be synchronized using any of
the messages with that length. For example, if we have a 6-node system
with nodes labeled “a” through “f”, a,b, ¢, d, e, f, sending in alphabetical
order. We assume nodes a and b to have the same message length. Then,
if the other nodes receive a message from node a or b in the startup phase,
they will always assume that b was the sender, regardless of the actual
sender. All nodes will synchronize to this message and they assume c is
the next message to be received.

The drawback of this method is that the message content cannot
be used when the first received message is not unique, as the sender is
uncertain. This is not a problem during an initial startup or system
resynchronization as nodes are synchronized after the first message is
received, thus the contents of following messages can be used. We argue
that this is reasonable since the primary issue is to get nodes synchronized
and it is only one message where the data contents cannot be used, due
to an unknown sender. Thus, the only negative effect of this in the initial
startup is that the first message cannot be used.

This optimized approach cannot be used for resynchronization of a
recovering node, i.e., only in recover mode. A resynchronizing node will
have to wait until a unique pattern/message has been received in order
to be sure of the current position in the communication schedule.
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Figure 2.18: The relative frequency of the startup times in a 24-node
system using 3, 6 and 9 messages with the same length respectively. The
Cycle Time is 0,82 ms

With this optimized method there will be a limited effect on the av-
erage startup times. To give an example of this, we have run simulations
with a 24-node system and a relatively small cycle time, see Figure 2.18.
We have used this as an example, since messages of the same size are
more likely needed when using a system with many nodes and relatively
short message, such that varying the message lengths is hard. All mes-
sage lengths have been chosen randomly as described in Section 2.6.1, one
message length is then used for a number of nodes. In our simulations
we have used the 24-node system with 3, 6 and 9 messages with equal
length. The simulation results are shown in Figure 2.18. As the figure
shows, there is a limited effect of using the same message lengths when
we use this optimized approach. The main difference when the number of
messages with equal lengths increases, there is a slightly larger dispersal
between the startup times. For comparison we have also included the
case with no identical messages.

Without optimization, we have assumed that the receiving nodes will
ignore a message with a non-unique message length. This will make the
system behave as if nodes with equal messages length have failed, i.e., they
are silent. However, in this case they will still send messages and thus
increase the probability for collisions. We have not done any simulations
for this case since it is very similar to simulations in Section 2.6.2.

We have shown that we get a small impact on the startup times using
the optimized method. However, there is still a question of the applica-
bility of this method in reality. How often do we get schedules where we
cannot use our method at all, i.e., without using some manual interven-
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tion like adding bits to get unique messages. It is hard to find typical
real-time application data, for example, industry can seldom provide typ-
ical real-time system schedules or information about the amount of data
they send. In order to get an indication of how often schedules occur
that prohibit our approach, we have randomly generated a large num-
ber of schedules. We have then studied this data to see how often our
approach can be used and how the maximum delays are imposed due to
re-occurring message sequences.

To handle data values that are multiples of bytes, many communica-
tion protocols use messages lengths with multiples of bytes as well. We
use the same principle and use only messages with multiples of bytes.
This naturally reduces the number of possible message lengths in the sys-
tem. Messages in real-time systems are approximately 24 to 240 bits long
excluding overhead, this gives us 28 different message lengths. However,
to stay on the pessimistic side with our figures, we will assume message
lengths between 56 and 200 bits, which gives us only 19 different message
lengths to choose from.

We have generated TDMA schedules, consisting of randomly gen-
erated messages that are evenly distributed among these 19 message
lengths. These simulations have been done for different system sizes,
i.e., with 10, 15, 20, 25, 30, 35 and 40 messages per TDMA-round. We
have measured the longest non-unique sequences of messages in each sim-
ulation and studied the effect of increasing number of messages. The
result is shown in Table 2.3, where we generated 100 000 schedules per
system size. The columns show the occurrences of the longest sequence of
messages that must be received before the sender’s ID can be established.
For each system size the occurrences of all the generated schedules are
shown, such that the sum in each row is 100 000. In column 1, we see the
occurrences where only one message must be received before the senders
ID can be established. In column 2, the longest sequence that exists in a
schedule before the sender’s ID can be established is 2, etc. For each sys-
tem size we show in the Table the distribution of the longest non-unique
sequence. We found that even in quite difficult circumstances, all gener-
ated schedules could use our approach. However, with increasing number
of nodes it becomes more frequent with repeated sequences of message
lengths.

2.6.4 Comparison

In this chapter we will compare the simulations of our startup ap-
proach with the popular TDMA communication approach TTP/C [KG94,
TTP99]. We will also compare with one of our earlier approaches, used
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Longest non-unique sequence, in # of messages.
System size 1 ‘ 2 ‘ 3 ‘ 4 ‘ 5 ‘ 6 ‘ 7
10 nodes 55532 | 41742 | 2585 141 0 0 0
15 nodes 5233 | 82935 | 11177 | 624 30 | 1 0
20 nodes 21 74573 | 23872 | 1463 | 66 | 4 1
25 nodes 0 58843 | 38501 | 2511 | 132 | 13 0
30 nodes 0 42861 | 52780 | 4127 | 223 | 9 0
35 nodes 0 28957 | 64719 | 5982 | 330 | 10 2
40 nodes 0 18239 | 73271 | 7963 | 508 | 19 0
45 nodes 0 10669 | 78410 | 10320 | 573 | 27 1

Table 2.3: Distribution of non-unique sequences divided by the different
systems sizes. The sequences are measured in the number of nodes re-
quired before they can be resolved. For each system size 100 000 schedules
has been measured.

in the DACAPO [RLST95] system.

TTP/C is a time-triggered protocol for distributed real-time systems.
It focuses on safety-critical systems and is designed to tolerate faults.

To get nodes synchronized, TTP/C sends special messages with infor-
mation about the time and the other C-state information. These messages
are called Initialization frames (I-frames) and are sent at startup and reg-
ularly under normal operation such that nodes can resynchronize after a
transient failure.

The basic TTP/C startup behavior can under normal conditions be
described in three steps as follows [TTP99]:

1. When the nodes are turned on they enter an Init mode. In the Init mode
the nodes run the initialization code.

2. After a node has initialized itself, it enters the Listen State where it starts
a listen-timeout and waits for an initialization message, i.e., the I-frame. If
a node receives an I-frame before the timeout it can synchronize itself to
the sending node. After the reception of the I-frame a node transfers to the
Active State, via the Ready State. In the Active State nodes send normal
messages, i.e., messages with data information.

3. If a node does not receive the I-frame before the listen-timeout ends, it will
send its own I-frame. After sending this I-frame message the node will wait
until it receives a new I-frame message with the same C-state. If such a
message is received before the end of the Cold Start Timeout, this node will
transfer into the Active state.

Thus, the node that times out first from the Listen Timeout will send
the first message, which is an I-frame. Other nodes receiving this message,
will set its C-State accordingly and can then change to normal operation
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phase where normal messages can be exchanged, i.e., messages with data
information.

The basic startup behavior is in reality a bit more complex, for ex-
ample, TTP/C has a dual communication channel. Such a dual link will
affect the startup behavior but in order to compare these startup meth-
ods, we will compare with a single channel version. In this comparison
we are mainly interested in the average startup times of the protocol, but
also the max startup times. However, TTP/C has one extremely unlikely
startup case where all nodes enter the cold start mode simultaneously.
This will generate a very long startup time, but it occurs with very small
probability. We have chosen not to simulate such a case, as it is so very
unlikely and it would affect the average time startup very little. If such
a case occurred, several TDMA-rounds would be added to the startup
time.

In this simulation, we have assumed that the TTP/C nodes are started
approximately at the same time and then they run their initialization
code. As a consequence, the Listen Timeouts of the nodes are started
at different times. In this simulation we have therefore assumed that
nodes starts their individual Listen Timeouts at different times, evenly
distributed between time zero and a cycle time, e.g., for a six node system
between 0 and 0.2 ms.

The startup time and behavior of the TTP/C protocol is mainly de-
cided by the startup timeouts 77", shown in Figure 2.19, which is
unique to each node.

startup
i

T

D E——
Slot 1] Slot2 Jo e« | sloti] *+« [ SltN [Slot1] Slot2

round

T

Figure 2.19: The startup timeout.

Together with the TDMA round time 77°%"?, they build the Cold Start
Timeout and the Listen Timeout as follows.

tart
Ticoldstart — 7_Tound + Tis artup (27)

i tart
Tilzsten —9. 7_7”ound + Tis artup (28)

In Table 2.4 we can see the average startup times with their stan-
dard deviation as well as the Max startup times for the TTP/C protocol
compared to the presented ML- approach.
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Nodes | CT TTP/C (ms)| ML (ms)
Average 0,52 0,37
6 512 |Std. Dev. 0,05 0,03
Max 111 0.55
Average 0,97 0,68
12 1024 | Std. Dev. 0,08 0,04
Max 2,03 0,93
Average 1,42 0,99
18 1536 | Std. Dev. 0,10 0,05
Max 2,95 1,29
Average 1,85 1,29
24 | 2048]Std. Dev. 0,12 0,05
Max 3,81 1,60

Table 2.4: Average startup times for TTP/C protocol compared to the
presented Message Length (ML) approach.

As can be seen from Table 2.4 our ML approach compares well with
existing techniques. It should also be emphasized that the ML-approach
does not require any special messages to be synchronized, i.e., it uses
normal messages. This means that the communication is established very
fast using the ML-approach. When the nodes in the ML-approach reach
the Normal state (when we have stopped measuring the time of this ap-
proach), half of these nodes have already sent messages with data. This
is not the case for the TTP/C protocol, which we stopped the time mea-
suring after the first correctly sent message, i.e., the first I-frame.

The DACAPO protocol [RLST95] is a TDMA protocol where all mes-
sages have static and equal lengths, otherwise it is similar to our ap-
proach. We will compare the Max startup times of our ML-approach, with
the Max startup times of two startup algorithms developed in [L6n99a].
In our comparison with the startup algorithms from the DACAPO-
protocol, we have used data from [Lén99a]. Furthermore, we will compare
our approach with another existing method, the Lock-step (LS) algo-
rithm [DPCT96], using data from the same source.

We will not go into details of these algorithms, instead we refer
to [Lon99a] and [Lon99¢|. The two DACAPO startup algorithms are the
Zero First (ZF) and Increment/Decrement (I/D) methods and they are
developed for safety-critical application. Especially, the I/D algorithm is
robust against transient faults. The LS algorithm is highly sensitive to
transient faults.

In order to translate those results to our configuration we have
adapted the message length to be 1/6 of the cycle time. We have com-
pared our case with 6 nodes and a cycle time of 204.8 ps. This means that
we have adapted the results from [RLST95] to use a message length of 83
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Startup Method| Max (ms)
ML 0,55
7ZF 2,28
I/D 1,80
LS 0,54

Table 2.5: Max startup times for ZF, I/D and LS startup methods (fault-
free cases) compared to the presented Message Length (ML) approach.

bits and inter-frame gaps of 2 bits, which results in a slightly smaller cycle
time of 204.0 ps. The results can be studied in Table 2.5. We have only
been interested in comparing the max startup times to see whether our
new approach is an improvement over our first generation startup meth-
ods. As we can see there is a significant improvement, except compared
to the LS method. However, this method is highly sensitive to failures
and not suitable for safety-critical systems.

In this chapter, we have presented a unique synchronization approach
for synchronization in distributed real-time systems targeting safety-
critical systems. In the next chapter, we will continue with the time-
triggered media access approach and compare its relative performance
with the contention based event-triggered media access approach.
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Chapter 3

Time- and Event-Triggered
Multiple Access

HE access to a shared communication media using the event-

triggered and time-triggered approaches has garnered its share of
strong opinions in the community. Comments such as “event-triggered
systems are more flexible and use the bandwidth very efficiently” versus
the time-triggered approach which is considered to be more predictable
and uses less message overhead. These are generally accepted high-level
statements that are taken at face value. However, our interest in compar-
ing the two is to quantitatively assess the actual difference across these
paradigms, with the specific objectives being:

e Can we estimate what we lose in flexibility by choosing the time-
triggered approach over the event-triggered one?

e How much do we suffer from the loss of determinism by choosing
an event-triggered approach?

The effects of choosing one design approach over another are not obvi-
ous, especially in a complex system where efficiency, predictability, flex-
ibility, dependability are various dimensions of a design decision. For
example, when choosing the event-triggered system we might be prohib-
ited from using the full bandwidth in order to ensure critical message
transfers even in an eventful situation, leading to a low utilization of the
media.

As we previously have established, time-triggered and event-triggered
systems must use some procedures in order to avoid media access con-
tention when sending data. In time-triggered systems, nodes use Time
Division Multiple Access (TDMA). For event-triggered communication,
the most common technique in use is probably collision avoidance by bit
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arbitration, as used in, e.g., CAN [CANO91]. In bit arbitration, a unique
identifier is sent in the beginning of each message and determines the
priority of each message. Thus, if more than one node sends at the same
time the node/message with the highest priority will continue to send
while other lower priority nodes defer their transmissions. Bit arbitration
limits the possible speed of the bus communication since the bits sent on
the bus must be distinct such that a bit collision can easily be detected.
Thus, our specific objectives are:

e We quantitatively establish the conditions under which event-
triggered and time-triggered systems are more appropriate to use
concerning the amount of transferred data and the response time
characteristics.

e We establish schedulability strengths and limitations of each ap-
proach.

e Based on the above two facets, we outline suggested domains of
strength and weakness for each paradigm along with suggested en-
velopes of operation.

3.1 Related Work

In [TBW95] the authors analyze delays using schedulability analysis re-
sulting from two access methods, timed token passing and real-time pri-
ority broadcast bus.

Another similar investigation, [LA99], considers fixed priority schedul-
ing and static-cyclic scheduling on processors and the communication bus.
A control application is used as an example where one node reads and
prepares sensor data and then sends a message, according to one of the
scheduling techniques. This message is sent to other nodes that use the
received information to calculate the actuator data. They also study the
effect of using a global time. With this setup, the minimum and maximum
delays and jitters have been calculated for the two scheduling techniques.
In this study, we focus more on the average delay of messages due to
the communications system. Also, how the average delay differs under
different working conditions.

3.2 System and Task Model

In this section we will describe the system and task model used in this
chapter. We use the basic system model described in Chapter 1.1, con-
cerning both the time-triggered and event-triggered approach. In this
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section we will give some further details that are specific and important
for the simulations in this chapter.

It is assumed that communication takes place between two tasks 7;
and 7;. The message m; ; has length e; ;. The message size is measured in
bytes (1 byte=8 bits). The tasks are periodic and must execute within the
time interval given by the period. The communicating tasks are assumed
to be located on different nodes so the communication will take place over
the communication media. In the schedule, it is assumed that a message
must be sent after the completion of 7; and be received before the start
of 7;. These messages are called periodic messages and their arrivals are
known beforehand. There can also be sporadic messages (which do not
have sender and receiver tasks) whose arrivals are unknown. Periodic
messages must always be handled (on time) whereas sporadic messages
are handled when possible. Periodic messages do not have explicit dead-
lines but must be delivered in time for the receiver task to be able to
meet its deadline. Message transmission is always non-preemptive. In
addition, the message transmission must comply with the media access
method.

3.2.1 Time-Triggered Approach

In order for the system to synchronize or a node to resynchronize, mes-
sages must be identifiable to find the current position in the communi-
cation schedule. Thus, the overhead associated with time-triggered com-
munication concerns the identification of the sending node. We therefore
assume, a node ID-field of one byte , i.e., the size of a message will be
e;j+1. Sporadic messages must be sent in a slot that belongs to the node
where the (fictive) sender process executes. For a periodic message, the
sending task must finish before the node’s send-slot and the receiving task
can start after receiving the data sent in that slot. This is a natural way
of sending periodic messages but is limited in flexibility when it comes to
sporadic messages.

In this work, we use a simple and natural way of sending sporadic
messages in the time-triggered architecture (TTA). One frame, i.e., mes-
sage data including overhead, is sent in each time slot. Frames are used as
containers for both periodic and sporadic messages, they have one static
part assigned for periodic messages transfer, i.e., the same message data
is transferred periodically in that part. Then we use the second part of
the frame for sporadic message transfer. As we do not know the arrival
times for sporadic messages, we use a node local queue where all new
sporadic data is queued when arriving. Messages are queued based on
priorities. When its time to send a frame, as many messages as possible
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are packed in the sporadic part of the frame.

3.2.2 Event-Triggered Approach

In our Event-Triggered Architecture (ETA), we assume that nodes can
resolve potential collisions by the inclusion of priorities in the message-
frames. Thus, if two nodes start to send at the same time the node
with the highest priority message-frame will send and the other node will
withdraw.

We have assumed that periodic messages have the highest priority
and sporadic messages have lower priority. Compared to a time-triggered
protocol, the communication overhead now also includes identification of
a message. Therefore, in our investigation the size of a message will be
eij + 2, where one byte is for message ID and one byte for node ID.

3.3 Communication Issues

The system we assume consists of a system input value s, e.g., a sensor
value, received by a node n,. This input value is prepared by a control
task at node n, for transport to a receiving node n,. This node will
contain a task that will make some final calculations on the message/value
and will finally provide the output device, e.g., an actuator, with its value.

Most control applications are periodically sampled, thus this task
chain is activated periodically. We assume that the tasks are activated
by the OS, starting with the first task in the chain at node n,. The task
activations have a small jitter, where jitter is the difference in time be-
tween start or finish time of different invocations of a task, see Figure 3.1.
A number of reasons can cause this, for example, clock drift or different
delays in interrupt routines. This jitter is normally very small compared
to difference in the execution times of the tasks, which then contributes
more to task jitter. If this task sends a message on the media, it will be
queued with the same kind of jitter. The jitter can be smoothened by
sending the message at a time when the task has finished with a high
probability. However, this smoothening comes at a cost of an increased
delay, as on average the wait is longer to send the message. To sum-
marize, the following factors are considered as the main contributors to
delay and jitter.

e Task activations
e Task execution time

e Message output queue
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Figure 3.1: Jitter of task finish.

e Message transfer

e Message input queue

In real-time control systems, it is important to have small delays and
jitter. In this chapter, we have focused on the message output queue, as
this is where the communication access method has its main impact.

3.3.1 Periodic Messages

Periodic messages are often used in computer control application. Most
such applications are sensitive to delays and variations in delay, i.e., jitter.
In this section we will shortly describe the upcome of delay and jitter in
our two communication architectures.

Delay in TTA: Delay is fixed, as long as messages are generated
periodically and in synchrony with the communication system.

Delay in ETA: To get fixed delays here we need to ensure that the
sending node gets access to the media at periodic times. Delay occurs
when a message has to wait for higher priority messages to be transferred.
Delays can also occur while waiting for a lower priority sporadic message
to finish its transfer.

Jitter in TTA: Normally TTA prevents jitter from occurring, as
messages are transferred at fixed times.

Jitter in ETA.: Jitter is the difference in delay between instances of
a periodic message.

3.3.2 Sporadic Messages

Jitter is not applicable to sporadic messages, by definition, as they do not
have an explicit expected arrival time.

Sporadic Messages in TTA: In our approach, we pack sporadic
messages in the same frames as the periodic messages, thus they are sent
in the same slots. The delays for sporadic messages in a time-triggered
architecture are dependent on a number of factors: the time until the next
send slot, how sporadic data is transferred using the broadcast media, and
amount of bandwidth allocated to sporadic messages.
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The minimum time it takes to access the media, occurs when a mes-
sage is generated just before the sending node should send its sporadic
traffic. The mazimum delay occurs when a message is generated just
after the send point of the sporadic data. As the message was generated
after this point, it has to wait an additional TDMA-round.

Sporadic Messages in ETA: A sporadic message can immediately
access a media, if the media is free and no higher priority message tries
to send simultaneously. However, there is no theoretic upper bound on
the access time, as higher priority messages can continuously prevent a
message from media-access.

Due to the strong interdependencies of the messages and their dis-
tributions, we have not at this time derived an analytical expression of
the average delay for message transfer. At this point, we want to get an
understanding of the behavior of these systems which is easier to obtain
with simulations. The simulations also provide important insights into
the factors that affect the performance.

3.4 Simulation Setup

To do this comparison, we have made two investigations. One where we
check the behavior of time-triggered and event-triggered communication
under different communication loads. In the second, we have checked how
an event-triggered and time-triggered system handles different task sets,
i.e., how easy it is to schedule different tasks and messages using these
different approaches.

In order to get synthetic task-sets and sets of sporadic messages, we
generated those randomly using a uniform distribution. These tasks and
sporadic messages were generated in two steps: (1) a period was ran-
domly generated and (2) within each period an activation time of the
task /message was randomly generated.

Thus, the generated periods control the basic rate of sporadic mes-
sages and tasks. These sporadic messages together with the length and
period of each message, provide us with the bandwidth these messages
are likely to occupy, provided they get access to the media. Furthermore,
each message and task were assigned a priority that is used to prioritize
between messages accessing the media and released tasks. Thus, each
message and task are assigned three properties (1) a period (2) a length
and (3) a priority, i.e., a triple < period, length, priority > that repre-
sent the characteristics.

The system is run with different communication loads in order to
compare the time-triggered and event-triggered approach. The generated
communication load, consists of both periodic and sporadic messages. Pe-
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riodic messages are generated at a constant rate, while sporadic messages
are generated with a varied rate. Thus, the amount of periodic mes-
sages is fixed and the communication load is determined by the amount
of sporadic messages. That is, the generated sporadic traffic is randomly
generated to achieve a certain load. The load is controlled by the message
length, number of messages and the basic period of messages. Specifically,
we have defined load as:

Generated sporadic traffic

Load =
od Awvailable sporadic bandwidth

The available bandwidth is the amount of data that can be transferred
per time unit on our media. Thus, the Awvailable sporadic bandwidth is
what is left after the sporadic traffic has reserved its bandwidth share.

3.4.1 Task and Communication Scheduling

We start by investigating the schedulability of tasks and messages for
the different communication paradigms. The scheduling considers the
tasks in the system as well as the communication amongst them. This
is a difficult problem in itself and there is a multitude of research in
this area, e.g., see [PSA97, TBW92]. The purpose of this investigation
is to find out how the scheduling is affected by the communication and
which communication parameters are sensitive for the schedulability of
the system.

In a TTA, periodic messages (and tasks) follow a predefined schedule
and sporadic messages are included when there is slack available. Hence,
sporadic messages will not affect the pre-scheduled tasks and messages or
cause them to miss deadlines.

In a ETA, the scheduling of tasks and messages is performed on-line.
Tasks are normally preemptive, but messages sent on the media are not
preemptive and can delay a higher priority message, which may lead to a
missed message deadline or task deadline.

Scheduling

We will here investigate how the communication scheduling affects the
ability to handle a mix of periodic and sporadic messages. In such an
investigation, it is important to know how the tasks in the system are
scheduled, since this also affects the communication. In general, the
choice of media-access method reflects the intended use of the system.
That is, a time-triggered approach is focused on predictability whereas
the event-triggered approach offers flexibility. It would then seem natural
that the motivation for choosing a particular communication approach is
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also applicable for how the tasks should execute, i.e., how to perform task
scheduling. Hence, when using time-triggered communication, the task
schedule constitutes a static time-table dictating the start times for the
tasks which are not affected by any sporadic messages. Similarly, the task
schedule for the event-triggered architecture is generated dynamically by
considering tasks priorities. (The priority of a task equals the priority of
its message.) This also means that tasks and periodic messages may fail
to meet their deadlines due to interference of sporadic messages.

Experimental Setup

The purpose is to investigate how the sporadic messages affect the peri-
odic messages and in turn the tasks, when using the TTA and the ETA
respectively. This is done by generating synthetic task sets consisting of
both periodic and sporadic messages. For TTA, a task set is then exam-
ined by (7) finding an off-line schedule for the tasks and periodic messages
(i1) simulating the arrival of the sporadic messages and measure the num-
ber of sporadics that fail to be sent on time. For ETA, tasks and messages
(both periodic and sporadic) are handled in the same step by simulating
an on-line fixed-priority scheduling algorithm. Hence, the quality measure
also includes the number of deadlines missed by the tasks and periodic
messages. For this part of the simulations we have used a constraint
programming framework that were previously developed [EJO1].

We generated three studies representing systems with 6, 12 and 18
nodes. In each study we generated task sets with varying sporadic com-
munication load, see Table 3.1. The variation was obtained by succes-
sively increasing the message sizes while the number of messages remained
constant.

The deadline for a task equals its period. Communication between
tasks take place in pairs and all sender/receiver tasks on a node commu-
nicate with tasks on the same node. To get the load evenly distributed
in the schedule, the tasks also have randomly generated activation times.
For each experiment, 20 task sets were generated.

Experimental Results

In the first experiment, we have investigated how well the ETA and the
TTA can handle sporadic messages. If a sporadic message cannot be
sent in such a way that it is received before its deadline, it is regarded
as missed. The same concept applies for periodic messages as well as
task executions. Figure 3.2 shows the number of missed messages for
the TTA and the ETA. As can be seen in the figure, the ETA is able
to accommodate a larger proportion of sporadic messages than the TTA.
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| Number of nodes H 6 ‘ 12 | 18 |
Cycle length 960 1920 2880
Number of tasks per 8 8 8
node
Number of sporadic mes- 4 4 4
sages per node
Period of sporadic mes- 240 480 720
sages
Task execution times 20-60 | 60-100 | 100-140
Periodic message sizes 8-16 8-16 8-16
(bytes)
Sporadic message sizes 1-20 1-20 1-20
(bytes)
Slot size (bytes) 32 32 32

Table 3.1: Configuration parameters for the task sets. The time unit, is
the time it takes to transfer one byte.

However, as the load increases, the gap between ETA and TTA decreases.
The explanation for this transition is that at low load, the ETA has the
flexibility to use the slack for any node. This is not the case for the TTA,
thus the number of missed messages grows almost linear with the load.
In contrast, when the load increases, ETA still tries to accommodate all
messages before their deadline. However low priority message can now
easily be delayed by messages from all nodes, such that they miss their
deadline. This is an effect which increases with load. This problem occurs
because in the ETA the communication queue is global. In the TTA this
effect is limited since the communication queue is local and thus fewer
messages are affected. Hence, the TTA avoids the “domino-effect” of
missed deadlines found in the ETA. As seen in Figure 3.2, the transition
occurs at a load of approx. 0.6-0.7. However, this can be explained by
the fact that the task executions constrain when the (periodic) messages
may be transmitted which makes it harder to fully utilize the media.

For the TTA, note that in our experiments the sizes of the messages
are rather large compared to the size of the slots. This means that spo-
radic bandwidth may be wasted due to that many messages will not fit
into the remainder of the designated slot. Hence, if we had varied the load
by increasing the number of messages instead of increasing the message
size, the performance of the TTA would probably improve.

We have assumed small frame overhead for addressing in both ETA
and TTA, i.e., approximately 1 and 2 bytes for TTA and ETA, respec-
tively. If we should include other overhead, e.g., for checksums etc., we
would likely effect the ETA negatively. With n nodes, and assuming a
frame overhead of hpr for TTA and hgr for ETA. The total overhead,
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H, for TTA during a TDMA cycle is:
Hrr =mn-hrr

We assume similar condition for the ETA and assume one periodic frame
per node. In addition, we send k sporadic frames, during an equivalent
time of an TDMA round in the TTA. The total overhead in the ETA is
then:

HET:(n—Fk)‘hET

Thus the more sporadic frames that are sent, the more the efficiency of
the ETA will decrease compared to TTA. This effect can naturally be
decreased by combining more messages in each frame, as done in the
TTA, although that could reduce the flexibility.

In the ETA we get the additional information about the number of
missed periodic messages and task deadlines. Recall that for the TTA
there will be no such misses but for the ETA a substantial amount of
deadlines and periodics are missed. For instance, in Figure 3.2 the amount
of missed messages in the ETA curves that corresponds to periodic mes-
sages, ranges between 5% and 15%. Recall that a missed periodic message
also means a missed (receiver) task deadline.

3.4.2 Communication Load

In this section we present an investigation of the average delay for a mes-
sage, from its release time until it is actually transferred. It is important
for all communication systems to achieve good response times and to be
able to work in a real-time environment. Compared to the previous in-
vestigation, we have removed the impact of tasks, and we now only look
at the effects of communication. The result is equivalent to assuming
tasks with very short execution times, thus the system is only limited
by the communication. In these simulations we have used Matlab as the
simulation tool.

In the following sections, we present simulations of the event trig-
gered and time-triggered system. The simulations has been conducted
in three basic steps: (1) In each simulation we have randomly gen-
erated a message set, that is, for each message in this set the triple
< period, length, priority > is generated as described in Section 3.4.
These messages have been generated such that we get the desired mes-
sage load. Furthermore, messages are distributed among the nodes such
that they all have approximately the same average load on the media. In
step (2), the release instances of the messages are generated. This will
determine at which points in time all sporadic messages are sent. The
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release times for the sporadic messages are randomly generated using the
triple < period, length, priority >. The send times for periodic messages
are already fixed by their periods. In the final step (3), the simulation is
run and simulation data is collected, the nodes will send their messages
at the times calculated in previous steps and will be sent using the active
access method, i.e., the event-triggered or the time-triggered approach.

Simulation Time

As there is no natural termination point in this type of simulation, we
want to determine a point in time where the behavior of the system has
stabilized. We have therefore started by investigating the effect of the
simulation-time, i.e., the period of time the simulation is run. A system
with six nodes were used, and we run this system for different time-
periods and compared the result. This is shown in Figure 3.3 where we
have run the same six nodes system for event-triggered and time-triggered
communication but varied the number of runs per simulation. As we can
see in Figure 3.3, there is little difference between the event-triggered
curves similarly there is little difference between curves from the time-
triggered system. Thus, the system is well stabilized after 100 rounds, in
the sense that the average delay of messages is not affected even if the
system is run for a longer period of time.

Event Triggered and Time Triggered System
1.0

—— TT sys. 300 runs.
—e— TT sys. 200 runs.
—— TT sys. 100 runs.
|| == ET sys. 300 runs.

—e— ET sys. 200 runs.

o
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.

Average wait time. From queuing to send.
(number of periods)

o
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8.2 04 0.6 0.8 1 12 14 16 1.8
Load: Rate of generated sporadic messages as aratio of the availabel bandwidth
for ET traffic, that is (Generate ET traffic)/(Available ET Bandwidth)

Figure 3.3: Changes in average message delays when increasing time from
100 to 300 rounds.
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A First Comparison

In this section we present the behavior of the time-triggered and event-
triggered approach in our simulations. In Figure 3.4, we can see the
results after simulations with six nodes and where the bandwidth is di-
vided equally between periodic and sporadic messages. There are two sets
of curves, corresponding to right and left axes respectively. The curves
belonging to the left side axis show the average delay of messages. That
is, from the time they are released until they are sent on the media. This
time corresponds to the time in the output buffer. The right axis show
the amount of messages not sent. That is, a message a;, i.e., instance i of
message a, is deleted if the next instance, a;11 arrives before a; gets access
to the media. Each deleted message instance is counted. To be indepen-
dent of the simulation run time we divide this number by the number of
simulation rounds, for the periodic messages. The result is presented as
“not sent messages”. This is a good measure of how a particular approach
manages to transfer messages at a given load. If no messages are deleted,
all generated messages are transferred.

It is important to note that in the time-triggered case, periodic mes-
sages will not contribute to the average delay, as periodic messages are
sent in predetermined time slots resulting in no delays. Furthermore,
they will never be deleted in the TTA approach as they have their pre-
assigned slots. This can happen in the ETA approach, but with low
probability. When comparing these results, note that periodic messages
will be delayed in the ETA. Low priority sporadic messages, cannot be
interrupted even by higher priority messages and high priority messages
can be delayed by low priority messages.

In Figure 3.4, the average wait time for the time-triggered case starts
at half of the period time of the periodic messages, i.e., corresponding to
the TDMA round. However, when the loads have increased to around 0.6—
0.7, there is a point where the delay starts to accelerate. This increase,
is temporary and the delay levels already after a load of 1.

The reason for this behavior is that most sporadic messages are sent
with a relatively short delay or completely miss their opportunity to be
sent, i.e., the messages are deleted. Deleted messages will not increase
the average delays, thus for the TTA the average delays continue to be
rather low even when the load is increasing. Instead of a large increase
in delay, we pay in an increasing amount of deleted messages as the load
goes up.

ETA has a very low average wait time especially at lower loads (ap-
prox. < 0.6), where messages seldom have to wait to access the media.
Although a slight increase, it continues with a low average delay. This
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Figure 3.4: The average send delay of the messages. Note that, in the
time-triggered case, periodic messages never contribute to this delay.

emphasize the flexibility of the ETA approach where any node can use
the media when it is free.

We can however see, that the number of deleted messages starts to
grow earlier than in the time-triggered case (approx. < 0.6). We can ba-
sically see lost messages as messages which missed their deadline, and we
saw a similar phenomenon in the simulation with tasks. The main reason
for this is that the lowest priority starves from bus access in combination
with the ETA has a higher message overhead.

In Figure 3.5 we show the standard deviation of message delays, and
both event-triggered and time-triggered have a similar form. There are
small variations for limited loads but these increases with increasing load
for both the systems. We can note that this increase starts earlier then
in Figure 3.4. Also in this case we can see that the ETA increases first
followed by the TTA.

Summary with comparative pros and cons: The Event-Triggered
approach has very short average delays with small variations at low load.
Almost all the generated messages get sent under a load of approx. 0.6.
However, we should note that high-priority messages can be delayed,
even by lower priority messages. The delays increase at higher load (ap-
prox. > 0.6) but stays short for all messages that are sent. The variation
of the delay grows earlier, around a load of 0.5. Lowest priority messages,
never get access to the media at a higher load.

The Time-Triggered approach has no delay of higher priority mes-
sages, i.e., periodic messages. However, the average delay is approxi-
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Figure 3.5: The standard deviation of the send delay for the messages.

mately half of a TDMA round, already from the beginning. There is only
a small increase in the average delay at high load. In the TTA there is a
equalizing effect, as all nodes have a preassigned part for sporadic data in
frames. Thus, even lower priority sporadic data gets access to the media.

Number of Nodes

In this section we have varied the number of nodes in the system and
studied changes on the average message delay. We have changed the
number of nodes between 6, 12, and 18. Thus in Figure 3.6 we show the
trends when we increase the system size, both for time-triggered system
and in an event-triggered system.

In Figure 3.6 we can see that the trend scales with the system size.
The only parameter we have changed is the number of nodes. However,
we use a fixed average size on messages and this will affect the period for
sporadic messages. In the time-triggered case this implies also the size of
the TDMA-period.

The time-triggered system will in this case get larger delay as the sys-
tem size increase. This is natural as the average delay is mainly dependent
on the TDMA period.

The event-triggered system has still low average delay as long as the
load is low. The delays will however grow earlier and at high load the
average delays are still low for messages accessing the media.

The amount of missed messages is not affected by the system size.
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Preassigned Share of Periodic Messages

In this section we investigate how the system behaves and how the re-
sponse times change when the share of periodic and sporadic messages are
changed. We have varied the amount of bandwidth that is preassigned
for periodic messages, the remaining bandwidth is free for use by sporadic
messages. The periodic part has been 30, 50 and 70 percent of the total
TDMA round. The random generation of sporadic messages has been
adapted to the bandwidth situation. For example, when 70 percent of
the TDMA round is assigned to periodic messages, it limits the amount
of large messages that can be sent. In Figure 3.7 we show the result from
varying the amount of preassigned periodic traffic.

3.5 Discussions

In this section follows a discussion about the results. We should first
note that these results are based on simulations with randomly generated
load. These results are naturally not adaptable to any real-life situation,
in fact it is easy to create system scenarios favorable for either of these
approaches. However, the basic properties of the generated load can be
found in many real-time systems. For example, systems with high pri-
ority control loops generating high priority periodic messages and where
other system parts generates sporadic messages, e.g., with diagnostics
and status information.

We argue below that the results point toward certain design decisions,
which means that these approaches have certain inherent qualities which
make them good in a certain context. However, we do not argue that it
is impossible to design a system without following these results.

We also want to note that we intentionally have tried to make extreme
cases of the ETA and the TTA. For example, we could easily design a
event-triggered media access method, based on frames with fixed size and
assign priorities to these frames such that it would be very similar to a
TTA. Naturally, the result of simulating such a system would provide
little additional information as it would basically behave as the TTA.

e In this work we have confirmed that ETAs provides a flexible way of
transferring messages and that it has short average delay for sending
messages. The delays are low for all messages that are actually sent.
However, the number of missed/deleted messages increases when the load
is greater than (approx. 0.7), as the lowest priority messages never get
access to the media. We have a similar situation when considering tasks
and messages with their deadlines. Then, there is a noticeable amount
of missed deadlines already at a load of 0.6-0.7. This is also confirmed
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Figure 3.7: Varying the amount of preassigned periodic bandwidth in an event
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by the pure communication investigation as the standard deviation starts
to increase around the same load. Thus, the fact that there is a global
queue together with big variations in delay, larger message overhead and
more messages cause a lot of missed deadlines in the ETA.

e For the TTA, the average delay is approximately half a TDMA-round,
which is large compared to the ETA. Note, that periodic messages in TTA
systems have zero delay and only sporadic messages contribute to the av-
erage delay. There is also a higher amount of lost messages compared to
the ETA when tasks are involved, i.e., when short deadlines are used for
the sporadic messages. In the pure communication case, short deadlines
are not used and we can see that fewer messages are missed for the TTA,
at higher load, than the ETA. Thus, short deadlines on sporadic mes-
sages effects a TTA negatively. With not so short deadlines of sporadic
messages, it is noticeable that this very basic approach of transferring
sporadic messages still handles sporadic traffic surprisingly efficient, in
the sense that few messages are missed/deleted.

Thus, the predictability of a TTA comes at a cost of longer delays,
but with less variation in these delays. However, when sporadic messages
deadlines are relatively long, there is a smaller loss in bandwidth efficiency
compared to the ETA.

This basic approach of sending sporadic messages works with very
small or no changes in any TTA. In our future work we will look at more
efficient ways of transferring sporadic and event-driven data using TTA.

e As long as a system runs with a load below 0.6-0.7, there is basically no
reason for choosing TTA. The ETA imply short message delays and that
basically all messages are transferred. Even variations between delays
are small and the number of missed deadlines few below this threshold.
The only reason for choosing a TTA is if we have high requirements on
predictability, e.g., dependability.

The capacity of a ETA to handle sporadic traffic is one of the main
contributing facts to why ETA is considered flexible. However, the TTA
can also handle sporadic messages well, as it is not so sensitive to traffic
bursts and benefits from the fact that it has less overhead than the ETA.
As we have seen in the figures, both TTA and ETA have similar amount
of lost messages. Thus, when considering flexibility of the ETA we would
rather point to the ease of integrating new nodes etc.

e In the case of varying load/bursts traffic or high load, i.e., the load is
often above 0.6-0.7, a TTA should be considered, especially for real-time
systems. However, based on our result we can also state that the only
reason for choosing the ETA below the 0.6 threshold is if there is need
for small average delays of sporadic messages.
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3.6 Conclusions

In this chapter we have studied two contemporary media-access methods,
the time-triggered approach and the event-triggered approach. In the
first simulation, we studied a system where we considered both tasks
and communication. In the second, we studied the system by looking
exclusively at the communication media. To conclude the main results:

e Event-Triggered Architecture
This is a very beneficial approach if short delays are important and
the load is kept below approximately 0.6-0.7. The main properties
are:

+ Short average delays for sent messages.

— High-priority (periodic) messages are delayed. Starvation of low
priority messages at higher load. The variation in delays grows
early around a load of 0.5.

e Time-Triggered Architecture
This is a good approach for all tested loads, as long as the require-
ments on delays for sporadic messages are not very high. In such
a case, the TTA is preferable only for loads above approximately
0.6-0.7. Main properties:

4 No delays of high priority (periodic) messages. Few missed spo-
radic messages.

— Sensitive to short deadlines of sporadic messages. High average
delay for sporadic messages, (half a TDMA-round).

In this chapter we have tried to give a system designer more knowledge
how the choice of event-triggered or time-triggered as basic media access
affects the communication. More specifically, how it affects the average
delays and transfer capabilities. In the next chapter, assume that we
are really not prepared to trade the predictability of the time-triggered
approach. At the same time we desire the fast handling of the sporadic
messages, that the event-triggered approach provides. Thus, in the next
our goal is to combine the chapter



Chapter 4

Event-Triggered Channel on
Time-Triggered Base

N the previous chapter, we studied the differences between event-

triggered and time-triggered communication with regard to average
delay and schedulability. It is clear that the event-triggered approach has
short delays for sporadic messages compared to the time-triggered ap-
proach. However, the time-triggered approach still manages to transport
a comparable amount of traffic under the condition that few deadlines of
such sporadic messages are shorter than half a TDMA-round. We also
assumed a very basic mechanism for transferring sporadic messages via a
time-triggered channel.

In this chapter, we will assume that for reliability and safety reasons
we require the predictability provided by time-triggered communication.
However, we want to improve the handling of sporadic messages that
is currently limited in the time-triggered approach. We argue that the
best way of maintaining the predictability attribute is to start with a
time-triggered base and build the necessary event-triggered channels on
top. Therefore, we investigate and introduce methods for combining the
benefits of both time-triggered and event-triggered communication.

We emphasize that our primary driver is to ensure that none of the
essential properties of the time-triggered paradigm, such as predictability,
are in any way compromised over the process of adding handling of spo-
radic traffic. Time-triggered communication has established properties
for provision of safety-critical services and we consider these as inviolable
over our process of extending and modifying TT services to handle ET
traffic. In this chapter, we suggest a variety of methods based on the
time-triggered communication base, on which we add functionality for
improved handling of sporadic messages.

This chapter consists of two parts. The first suggests approaches
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for improved handling of sporadic messages, both high-priority and low-
priority messages. We assume a basic Time Division Multiple Access
(TDMA) system as described in the introduction, Section 1.1.2, but we
adapt the system model where necessary, to achieve our goals. In the
second part, we have limited ourselves to a specific communication pro-
tocol, the TTP/C protocol [KG94, TTP99]. Our goal is to derive an
adaptation to the protocol that improves the efficiency of sporadic mes-
sage transfer. It is important to achieve this without any disruption of
the time-triggered traffic or the underlying periodic behavior. As this
protocol is directed towards safety-critical systems, much effort and work
has been expended in ensuring its correct behavior. Thus, our solution
must work with very limited changes to the protocol specification so as
to minimize any subsequent re-verifications. We especially try to mod-
ify only those aspects within TTP/C that do not change any behavioral
characteristics of TTP/C. For example, if an existing TTP/C frame is uti-
lized for handling sporadic messages in place of periodic traffic, from the
TTP/C protocol viewpoint, there is no change to the frame specification
of the protocol.

4.1 Lower Priority Non-Periodic Messages

In this section, we study scenarios where we have low-priority sporadic
traffic that must be scheduled “over” the time-triggered traffic. The in-
tention is to make as many sporadic messages meet their (soft) deadlines
as possible.

4.1.1 Pre-Scheduled Slack

This is the method used in Chapter 3, where each node schedules some
slack at pre-runtime, which is pre-destined for sporadic/event triggered
traffic from that node, see Figure 4.1. Thus, a node fills a pre-defined part
of the message-frame with periodic data, and when a node has sporadic
messages to send, it will pack as many as possible in the remaining part
of the frame. The size of the periodic part is determined pre-runtime, as
the frame sizes are fixed. Thus, the size available for sporadic messages
is also fixed. The properties that follow this method include:

e The sporadic data normally needs addressing information, such that
the nodes can distinguish between different sporadic messages from
a node, i.e., if there they receive several from the same node. Thus,
each data entity must include an address or ID. Please note that
for periodic data, address information is implicit as this data is
statically scheduled.
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e The length of a message-frame is constant and the same as the slot-
length. A node cannot adaptively change the amount of data it
sends. Furthermore, a node cannot increase or decrease the amount
of “event data” to send, as the slack is statically scheduled for each
node.

e A node cannot utilize unused slack of other nodes. This implies that
there is no global priority on sporadic data. The priorities among
the sporadic messages are handled internally in each node, i.e., each
node handles its own slack.

| TDMA round | TDMA round

|:| =Periodic data I =Sporadic data

Figure 4.1: The TDMA approach, with slack, for event-
triggered /sporadic traffic.

The drawback of this approach is that message-frames are fixed, both
in position and length. This prevents a node from adapting to differ-
ences in the need for transferring sporadic data, a node cannot share the
unutilized portion of the media-access time that is pre-assigned to it.

Improvement suggestions

Is there any way of reducing the described limitation, i.e., the inability
to dynamically adapt to different bandwidth requirement? As the frame
sizes are fixed, only node-internal measures can be taken. However, one
possibility is to permit a flexible assignment of the frame size for periodic
and sporadic messages. This would, however, necessitate that a periodic
message at some occasions would be delayed/skipped to make way for
a sporadic message. Naturally, this only applies to situations where the
system is expected to perform such prioritizing among the messages, and
must be decided by the system designer.

For example, consider the case where a node b encounters a situation
where a sporadic data s has higher priority than one of its scheduled
periodic messages, p. If s does not fit within the normally scheduled
“slack”, node b can then decrease the amount of periodic data by delaying
or skipping p, such that the important sporadic data, s, will fit. The cost
of this improvement is increased complexity for handling varying shares
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of periodic and sporadic data. Furthermore, there is an overhead of one
or more bits for indicating the current load of a message-frame.

4.1.2 A Mixed Access Method

In this method periodic data is scheduled first and no slack is used in
individual nodes. The TDMA-round is divided in two parts, one where
nodes access the bus by TDMA and a second part for sporadic data, using
an alternate media access method. Thus, in each TDMA-round there will
be a certain free time not occupied by statically scheduled data, which is
free for sporadic traffic. The drawback with this method is that it needs
a special bus access procedure for the sporadic messages. Examples of
possible bus access methods include:

e Minislotting. The combination of TDMA and minislotting is, for
example, used in Arinc 629 [ARI95].

e The use of bit arbitration.
e The use of tokens.

e A Media Master who sends the schedule in the periodic message.
For example, each node asks/requests a message slot in the “spo-
radic area” in the periodic message, the last node who sends in the
periodic area is a “master” and decides when and how much band-
width each node is assigned. This would require that all nodes send
a message in each TDMA-round such that they can demand a piece
of the “sporadic message area”.

This method can have variants where a TDMA-round is divided into a
number of periods, with periodic and sporadic areas that alternate. Each
periodic area would end with a node functioning as a “master” in the
following sporadic area, which will be partitioned among the nodes, by
the master node.

4.2 High-Priority Sporadic Messages

In this section, we will assume that we have sporadic messages with
high-priority, i.e., higher than the periodic messages sent with the time-
triggered channel. We describe how the normal periodic schedule can
be interrupted by higher priority messages. Thus, if we have a normal
TDMA system running and we suddenly want to interrupt this schedule
with a very high-priority message, how can this be accomplished?

Ultimately, we would desire the following from such an interrupt func-
tion:
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e Interrupt the normal TDMA-round at any time.

e Continue with the TDMA-round after the high-priority message has
been sent.

We basically have two ways of transferring an interrupt request, either
explicitly by sending on the channel, or ¢mplicitly by not sending, i.e.,
using delays like the minislotting approach. Furthermore, we can choose
to always interrupt after a message or, in case of haste, interrupt the
sending message, in which case we must garble the sending message such
that the sender withdraws.

After a TDMA-round has been interrupted by a high-priority message,
the normal TDMA communication must resume. There are three main
candidate approaches for implementing this:

1. Maintain the timing of the normal TDMA schedule, see Alt a in
Figure 4.2. This means that after the high-priority message the
next message in time to send according to the global schedule will
be sent. This method does not introduce any jitter, i.e., varying
delays of the periodic messages in the TDMA-schedule. However,
one or two messages may be lost while the high-priority message is
sent.

2. The interrupted node can continue, i.e., re-send its interrupted mes-
sage, see Alt. b in Figure 4.2. With this approach we do not miss
any messages, but all messages will be delayed.

3. In this approach the TDMA schedule is restarted, see Alt. ¢ in
Figure 4.2.

There must be an understanding among nodes when they should start
after a high-priority message. Not only which node should continue, but
also at what point in time. This can be important for the synchroniza-
tion of nodes and local clocks. We also assume that the length of high-
priority messages-frames are fixed. Hence, there is a fixed time after all
high-priority messages transfers before the normal TDMA-schedule can
progress, (according to one of the approaches in Figure 4.2). In such a
case, all nodes will know when to expect the normal communication to
continue.

Another approach would be that the node next in line to send would
listen to the media and start sending as soon as the high-priority mes-
sage finishes. However, this would introduce an uncertainty of when the
communication continues, i.e., a varying delay of regular messages when
higher priority messages are sent.
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Figure 4.2: A node with high-priority messages interrupts the normal
TDMA-round by a reset pulse. Alt. a, keep timing undisturbed; Alt b,
interrupted message is re-sent; and Alt. ¢, restart the TDMA-round.

4.2.1 Reset Pulse

In our first suggested method, a reset pulse is used to interrupt the
TDMA-round. This reset pulse consists of two parts; one part with the
main purpose of disturbing the current sender, such that it stops sending.
The second part consists of a very short message indicating that the inter-
rupt was an intentional interrupt, due to a high-priority request, and not
just a disturbance. After the interrupt we assume that the high-priority
message is transferred, i.e., HPM in Figure 4.2, and finally the normal
TDMA communication resumes, using one of the approaches Alt. (a, b,
or ¢), shown in Figure 4.2.

An example of a protocol using a similar method is the QWIK pro-
tocol [kSkJCO1, kSkJCO1]. The QWIK protocol starts and restarts its
TDMA-round with a reset-pulse. However, if a reset pulse is sent, the
schedule immediately starts from the beginning. This means that if we
want to interrupt a TDMA-round for a high-priority message, this mes-
sage must already be scheduled in the TDMA-round.

The reset method increases the complexity of the communication pro-
tocol, and may have reliability implications, e.g., some of the deterministic
behavior is lost and the times when a node accesses the bus is no longer

fixed.

Using this method we must design the system such that a reset pulse
is used very infrequently, otherwise we have to consider collisions when
starting to send after the reset pulse. However, in most cases we would
still need some media access method to ensure that two high-priority mes-
sages do not collide. One of the alternatives to avoid collisions would be
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minislotting, see Section 1.2.1, our use of this approach will be described
in the next section.

4.2.2 Minislots

In this approach we use minislots to arbitrate among nodes that are
allowed to send higher priority messages. In Figure 4.3, we show how
message-frames are separated with a number of minislots, i.e., short slots
of media silences. Thus, after each periodic message a minislotting period
is used to make it possible for high-priority messages to be sent. The
length of this minislotting period, i.e., the number of minislots, depends
on the number of nodes that are allowed to send high-priority messages.
In Figure 4.3, we can also see how a node with a high-priority message
starts to send its high-priority message, after it is assigned the minislot
period.

Minislott

(A [ J[c] o] [e][F][c]fa][B]

[= JHE (o]
E® = High Priority Message

Figure 4.3: Interrupt the TDMA-round by minislots between, pre-
scheduled messages.

4.2.3 One Minislot

In this approach we use only one minislot, i.e., a slot of the length of
the channel end-to-end propagation delay. In this slot the transfer of
a high-priority message can be initiated. We assume that these high
priority messages occur rarely, otherwise they should be scheduled as
normal messages in the normal TDMA schedule. The probability for
collision among these high-priority messages should be low. However, if
a collision occurs the following steps will be used. Note that the colliding
nodes are not aware of the identity of the other node(s) in the collision.

1. The colliding nodes withdraw.

2. Higher priority messages are divided in two sets according to their
priorities. For example, assume 1 is the highest priority followed
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by priority 2 etc. A message with priority ¢ is denoted m;. As-
sume we have 9 high-priority messages and the detected collision
occurred between messages m, and m,, where m, has the higher
priority (z < y). Messages are divided into two sets according to
their priority, i.e., 1,2,3,4 and 5,6,7,8,9. Note that this is a dis-
tributed activity where the division-behavior is static and decided
pre-runtime.

3. We now allow the high-priority set to send immediately after the
collision.

4. If only m, was in this set, no collision will occur and the highest
priority message is sent.

5. If both m, and m, are sent and cause yet another collision, the
high-priority set is divided into two new sets 1,2 and 3,4 and we
return to step 3.

6. If none of m, or m, are sent, there will be silence on the media for
one minislot, and we know that m, and m, are in the lower priority
set. This set is divided into 5,6 and 7,8,9 and we we go back to
step 3.

When message m, has been sent, the procedure will be repeated for
message m,,. This can be handled in two ways, (a) retry sending m,, di-
rectly after m, or (b) after one message from the normal TDMA-schedule.
In both these cases, the minislotting behavior must be repeated to avoid
collisions with newly arrived high-priority messages. Method (a) is nat-
urally faster which is important for high priority messages. However,
the synchronization aspect could benefit from using method (b), as syn-
chronization is normally based on the periodic arrival of pre-scheduled
messages.

4.3 TTP+: An New Approach based on TTP/C

In this section we present a new approach for sending event-triggered data
on a time-triggered channel. We develop a modified version of the existing
TTP/C protocol [TTP99, KG94] as the base protocol. Our modification
is labeled as TTP+. Our intention is to permit as few changes as possible
to the TTP/C protocol so as to maintain its predictability feature, and
also not to impose any additional complexity. As stated in the previous
section, there will be no “preemption” of the normal time-triggered com-
munication in order to send higher priority messages. Instead we have
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restricted this case to low-priority event-triggered channels, where the
focus is on robustness and short access times.

To facilitate sporadic data transfer with TTP/C, our approach in-
troduces two new concepts, (1) the Sporadic Information Transfer (SIT)
bits, and (2) free-frames. The SIT bits consist of one or more bits, in-
cluded in the normal data frames. The purpose with the SIT bits is to
either directly send sporadic data or requesting some additional slots for
sporadic data. After such a request a node will normally be assigned a
slot, i.e., a free-frame in which it can send its sporadic data. In Fig-
ure 4.4 a normal communication frame is shown with an additional SIT
bit. This normal data frame makes it possible to implement the required
functionality without any major changes.

Conceptually, the free-frames are empty slots reserved for
sporadic/event-triggered data. These newly introduced free-frames are
part of the communication schedule, as they are statically scheduled.
However, any node is allowed to send sporadic data in these free-frames,
see Figure 4.5. This will require a method for avoiding collisions in these
slots, and we will come back to how this is handled in Section 4.3.1.

Header | Application Data | CRC |

I/N Frame

Mode Change Bits 1/3

Figure 4.4: A TTP/C normal frame with the addition of a SIT bit.

The free-frames are used when considerable amounts of sporadic data
is needed. In such cases, the introduced SIT bits will be used as indicators
that a node wants to use the ” free-frames”. If data is sent directly using
the SIT bits we get a low bandwidth solution and, using the free-frames,
we get a higher bandwidth solution. Thus, depending on the amount
of sporadic data a node wants to transfer, we use the SIT bits in two
different ways: (1) in case of small amount of sporadic data, the SITs
bits are used to transfer data, or (2) in case of larger amounts, the SIT
bit can work as requests for free-frames.

The decision to use only a single or several (yet very few) SIT bits
is based on limiting the overhead for introducing a sporadic channel.
However, using only a single bit has some implications, e.g., we have to
decide how to use this SIT bit pre-runtime. When transferring data via
the SIT bits, we call it a Low Bandwidth (LB) solution. The available
bandwidth for sporadic messages at run time is static in such a case. If
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Figure 4.5: A TDMA-round with event-triggered channels in form of
free-frames located in the end of the TDMA-round.

a node uses LB, it needs a local priority queue for sporadic messages. In
case of more than one receiver we have to handle addressing, start and
stop of messages, etc.

By using the SIT bits for message transfer we have created a low
bandwidth channel for event-triggered communication over a time trig-
gered system. The advantage of this method is the low complexity which
facilitates the design of a robust system. However, it offers limited band-
width and that bandwidth can not be used by any other node when
nothing is sent.

In the second option, we used the SIT bits as requests for further
sporadic bandwidth, i.e., requests for free-frames. This makes it possible
to share the free-frames among all nodes, i.e., all nodes can use this
bandwidth. This approach implements a High Bandwidth (HB) event-
triggered channel for nodes that have a lot of sporadic data to send. This
also has implications on the working of the protocol. Specifically, we
have to decide how the sporadic bandwidth is divided among requesting
nodes. There is a number of options which we will discuss in Section 4.3.1.
Finally, a node can use a combination of the above such that the node
has a LB channel and a HB channel.

In the following sections we will describe and investigate how a num-
ber of variants on assigning free-frames affect the event-triggered channel.
Another parameter that is investigated is when the free-frames are sched-
uled, e.g., composed at the end of a TDMA-round or scattered over the
whole TDMA-round.

4.3.1 Prioritization of Sporadic Messages

In this section we discuss alternate solutions for controlling the free-frame
access among nodes; and also across messages within a node. The goal is
to obtain short access times and high throughput for the sporadic data.

We only consider how nodes will share the free-frames, as commu-
nication via the SIT bits is strictly handled node internally. Locally, a
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node must handle sporadic messages such that they get queued in a node
internal queue according to their priority. This is independent of whether
the data will be sent via the SIT bits or free-frames. To transfer sporadic
messages we need to handle extra information, compared to the periodic
data, as the sporadic traffic is not static:

e Start and stop information of sporadic data.

— Start and stop bits, indicating the start and stop of a message.

— Messages can be sent starting with a specified offset from the
start of, for example, the cluster cycle, i.e., a number of re-
peated TDMA-rounds, or TDMA-round. When using sporadic
messages with predefined length, they can be synchronized to
the clusters cycles.

e Destination address or message ID serving as address. This is neces-
sary to transfer in order for receivers to know two whom the message
is directed. However, sender address is not necessary as the node
from which the frame arrived is known.

As discussed earlier, the free-frames approach requires a media access
method to avoid collisions when sending (using) the free frames. We have
investigated two approaches for avoiding collisions, one central and one
distributed approach, described in the next two sections.

Central Prioritization

In this approach, one node will make a central/global decision about
which node is allowed to send in a specific free-frame. The nodes sending
in the static area can request bandwidth for sporadic data in the form
of free-frames. The last node in the static part of the TDMA-round,
i.e., node i, will prioritize and decide which of the requesting nodes are
allowed to send, and at what time. Node i, will then include the schedule
of the sporadic event-triggered data in its message, see Figure 4.6.

Using this method, we get extra overhead for explicitly sending the
schedule for the event-triggered traffic. If we assume that we indicate
whether a node should send or not, we use n bits followed by n times the
maximum number of free-frames that are sent per node, assuming x bits
we get a total overhead (H) of:

H=n+n-x

One consequence of using this approach is that the schedule is explic-
itly sent on the bus. It is a low complexity solution, but only one node
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Figure 4.6: A central node decides which nodes are allowed to send in the
event-triggered channel, formed by the free-frames.

controls the schedule, which can potentially introduce a single point of
failure. However, normally the safety-critical information is transferred
via the more predictable time-triggered channels. Only when using one
central unit for prioritization of the event-triggered messages can the im-
plementation be easily changed without having to make changes at all
nodes. Nodes that do not receive this message are considered to observe
silence semantics.

Distributed Prioritization

The previous method has the disadvantage of introducing a single point
of failure (if the central node fails the event-triggered channel will col-
lapse). A more attractive solution, with fault tolerance aspects, is to
use a distributed approach when deciding the allocation of free-frames to
nodes. In this solution, each participating node makes a decision based
on received information, which makes it very important that all nodes
receive the same information. Thus, the nodes make a distributed deci-
sion about which nodes can access the free-frames. Our method has the
purpose of achieving low overhead, small delay, and uniform bandwidth
among requesting nodes. However, this basic method can easily be mod-
ified to give one node higher priority. Although, in the following we only
describe the basic method where all nodes will be able to send and where
we focus on short media access times.

The sporadic transfer efficiency is dependent on the number and po-
sitions of the free-frames in the TDMA-rounds. This approach basically
gives priority to the node with the earliest request. For example, assume
nodes a, b, and ¢ send (in that order) their time-triggered frames, just
before a free-frame is scheduled. If all request a free-frame, then node a
will get the highest priority followed by b and then c. If there were other
nodes in the queue before a, b, and ¢ that could make there requests, they
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will be put in the queue after the new nodes, i.e., node a, b, and ¢. This
means that nodes might not get access to the event-triggered channel if
there are more nodes than free-frames in the system.

We also note that in order to minimize the access time to the event-
triggered channel, there should be a free-frame in every second frame, see
Figure 4.7.

TDMA round TDMA round

|
I D_|[Fr]E|[FF[A][FFI[B_]
Real Time = Free Frame

Figure 4.7: Distributed method where the free-frames are scattered
throughout the TDMA-round in order to minimize the buss access time
for sporadic data.

If a node fails to receive a message with a request for a free-frame it
will get an inconsistent view of the global free-frame queue. In such cases
there must be a mechanism that makes it possible for a node to regain this
global queue information, such that a node can reintegrate in the transfer
of sporadic messages via free-frames. This is done by limiting the size
of the global queue and enforcing nodes to re-queue their requests, each
TDMA-round. Thus, when it is a node’s turn to send, say node a’s, a
is removed from the queue, independently on whether a was assigned a
free-frame or not. If node a still has sporadic data to send in the local
queue, it must request a free-frame again. Thus, after one TDMA-round
the global queue is renewed.

The event-triggered channel works by a combination of the global
queue and a node’s local queue which is strictly priority based. Thus, a
sporadic message m is put in the local queue of a node a, according to the
message priority. Node a requests a free-frame to send this message in.
This request is queued in the distributed global queue and a is assigned
a free-frame accordingly.

Optimizations

The method of queuing requesting nodes described above can easily be
adapted to a system using global priorities. This can be achieved if each
node in addition to the free-frame request includes the priority of the
message. Then nodes can use the priority when queuing the requests in
the distributed global queue. This will naturally cost more in overhead
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as the priority of a requesting node’s message is transferred on the media
as well. However, in this type of system, where a lot of parameters can
be set before runtime, there is a possibility to minimize the number of
priorities in the system. This can minimize the number of bits necessary
to transfer the requests and corresponding priority.

When half the frames are free-frames, each node will have the possibil-
ity to send in a free-frame each TDMA-round. If there are less free-frames
and all nodes want to send, the lowest prioritized nodes will not have the
chance to send. Thus, the will be subjects to starvation if they never can
access any free-frames. However, this could be handled by circulating the
priorities among nodes during different TDMA-rounds.

During times when no nodes request event-triggered data transfer, the
free-frames can be statically assigned to specific nodes. This serves two
purposes:

e A nodes’ response times can be reduced by assigning default desig-
nations to free-frames. Thus, all free-frames will be preassigned to
a node. If a node notices that its designated free-frame is not re-
served, i.e., requested, it is free to use that free-frame. If this node
has data to transmit, and did not have the opportunity to request
a free-frame, it is free to send in that free-frame. This can, during
low load situations, lower the access time for nodes.

e Nodes that normally do not send every TDMA-round, can be as-
signed a free-frame which gives such nodes access to those TDMA
rounds under low load situations, i.e., those nodes have the possi-
bility to send in rounds when they are normally not sending any
time-triggered frames.

With the described method, a node may be assigned more than one
free-frame. However, if one free-frame suffices for the node, it would
occupy more free-frames than necessary. As we use the same message-
frames both for time-triggered and event-triggered messages, we can use
the SIT bits to indicate when a node has no more sporadic data to send.
Thus, if a node is assigned two or more free-frames but only needs one,
it can indicate “no more sporadic data” using the SIT bits in the free-
frame. This will improve the utilization of the media, as no free-frame is
assigned to a node with no more data to send.

4.4 Properties

In this section we briefly describe some of the properties of our adaptation
of the existing TTP/C protocol and some preliminary simulation results



4.4 Properties 85

where the intent is chiefly to confirm that the TTP/C behavior has not
been perturbed. We defer detailed simulations as a future refinement to
the approach. We have focused on our approach using distributed prior-
itization, from Section 4.3.1, where every second slot is a free-frame, see
Figure 4.7. We have also assumed that all time-triggered message-frames
have the same length, and all free-frames have the same length. How-
ever, time-triggered message-frames and free-frames do not necessarily
have the same length.

We emphasize that our main focus has been to achieve flexible han-
dling of sporadic messages without disturbing the time-triggered base. In
Table 4.1 we compare a few important properties of our modified TTP-
protocol, termed as TTP+, with the classic TTP and the CAN [CAN91]
protocols. For the TTP protocol we assume that sporadic messages are
handled using preassigned slack as described in Section 4.1.1. In Ta-
ble 4.1 we show the (1) worst-case (WC) delay of a sporadic-message, (2)
the overhead corresponding to sporadic message handling, and (3) how
much sporadic data can be assigned to a single node, under the condition
that they all have the same amount of data and the same period T of
periodic messages.

In the first column we have the WC delay where our TTP+ and TTP
have the same WC delay, i.e., one period T. The CAN protocol has a very
short WC delay, which is when the longest message must finish sending
before the next may access the bus.

In the Overhead-column of Table 4.1, the overhead related to the
sporadic message transfer is shown. In our TTP+ the overhead is related
to the SIT bits, one for each node, assuming n nodes. For TTP using
pre-assigned slack we have no extra overhead. For the CAN protocol, the
ID-field is used to resolve priorities accessing the media, and thus it has
more functionality than just sporadic messages. Thus, it should be noted
that comparing these may be a bit favorable for the TTP protocols.

Finally, the last column indicates how much media access can be as-
signed a single node, in the best case. For our TTP+ we can basically
assign all free-frames to one single node, i.e., T'/2. For the standard TTP
we cannot change the pre-scheduled slack, and assuming each node is
assigned the same amount of slack for sporadic messages, one node gets
the size of approximately one free-frame (FF'). In this column we can see
the major improvement of our TTP+ approach which allows a node to
utilize more than one free-frame. This significantly improves the transfer
rate, when a single node has a lot of data to transfer.

One question naturally arises as to how the average delays are af-
fected. In the following simulation our goal has been to present some
preliminary validations of the expected behavior of the TTP+. In future
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Comm. approach | WC delay | Overhead Max trans
TTP+ T n bits T/2
TTP T 0 bits approx. 1 FF
CAN Max ML | n - ID-field T/2

Table 4.1: Properties of different communication approaches

work, we plan to conduct more detailed simulations using varying param-
eters of TTP+ and simulation parameters. In Figure 4.8, we observe that
although we have introduced a more flexible handling of sporadic mes-
sages in the TTP protocol with TTP+, we still maintain, at least, the
same average delay of sporadic messages. At low load we even manage to
improve the average delay, although the only optimization, described in
Section 4.3, implemented is simply that the free-frames have preassigned
nodes. We believe that refined optimizations will help improve the av-
erage delay characteristics even further. In Figure 4.9, we have verified
that this behavior is still valid if we increase or decrease the size of the
free-frames compared to the normal time-triggered message-frames.
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Figure 4.8: A comparison of our TTP+ and a basic TTP using pre-

assigned slack.

4.5 Summary

In this chapter we have studied and presented different approaches for
transferring sporadic messages using a communication system based on
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the time-triggered paradigm. We have studied both how priorities higher
and lower than the normal time-triggered traffic can be handled. It is,
however, clear that transferring high-priority messages by interrupting
the normal time-triggered communication has a significant impact on the
a time-triggered protocol. Naturally, it is more difficult to maintain the
reliability aspects as it affects the predictability of the time-triggered
communication paradigm.

For low-priority sporadic messages the situation is a bit different. We
have shown some basic methods of how such messages can be transferred
using a time-triggered base. And more importantly, we have presented
a new method based on the TTP/C protocol for transferring sporadic
messages in a more flexible way. Our main focus has been to provide
for enhanced flexibility in communication without disrupting the funda-
mental predictability of the TTP/C protocol. This has been achieved
with a minor change in normal message-frames. Using our new approach,
nodes share free-frames on a request basis. This is a significant improve-
ment, compared to using preassigned slack, as one node can utilize many
free-frames when another node has no sporadic messages to send. Our
preliminary simulation results show that, without disturbing our time-
triggered traffic, we have maintained the average delay times compared
to a time-triggered approach using pre-assigned slack. At low load we
have even improved the average access times. We have also shown with
the preliminary simulations that there is no indication that these results
are affected by the size of the free-frames compared to the normal time-
triggered frames.



Chapter 5

Conclusions, Perspectives
and Future Issues

HIS chapter summarizes the main results achieved in this thesis.
Alongside, we mention future research areas that we foresee from
the perspective of the work conducted here.

This thesis has concentrated on the development and investigation
of communication approaches in the area of multiple-access media. The
assumed working environment for these communication systems is dis-
tributed embedded systems with reliability requirements. We expect such
computing systems to rapidly grow within the mass-market arena, where
efficiency and cost are salient factors alongside performance and reliabil-
ity. This has motivated us to use efficiency and cost as the main design
drivers. In the following sections, more specific details of the contribu-
tions of this thesis are presented.

5.1 Synchronization Issues

In Chapter 2, we presented a unique synchronization approach that pro-
vides for low-cost fault-tolerant synchronization in distributed real-time
systems, targeting safety-critical systems for the mass-market. The pro-
posed TDMA (Time-Division Multiple Access) communication approach
uses the static information of the different message lengths to obtain
information about sender id. This simple approach provides for low com-
plexity and high efficiency start-up synchronization and subsequent re-
synchronization to integrate new/recovering nodes. Fundamentally, our
approach makes the following contributions:

e Provision of guaranteed and time-bounded start-up synchroniza-
tion.
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e Short average start-up synchronization bound, with small standard
deviation.

e Low communication overhead compared to existing TDMA-based
approaches.

e Fast re-integration of recovering nodes.

e High robustness in tolerating faults with only a limited synchro-
nization and resynchronization time penalty.

Thus, the synchronization approach appears well suited for real-time
systems, due to its guaranteed temporal upper bound on start-up. Its low
complexity, combined with its simplicity, makes it useful for cost-sensitive
safety-critical systems as well.

5.2 Media Access

In Chapter 3, we have studied two contemporary media-access meth-
ods, the time-triggered approach and the event-triggered approaches. We
have compared these two methods to assess their behavior under different
operational conditions. This chapter intends to help system designers de-
termine the range of behavioral differences these two approaches provide
in varied scenarios.

The work in this chapter has been conducted using two types of simu-
lations where we have studied the behavior of these approaches. The first
simulation type used a system with a mix of tasks and communication at-
tributes. In the second type, we studied the system by looking exclusively
at the communication media. The intent is not to re-establish the basic
properties of these communication approaches, as they are well-known in
the community. Instead, the focus has been on quantifying attributes, as
well as the quantitative spread of differences across the approaches, and
also under which conditions their behaviors best matches the system and
communication requirements. Considering the trade-offs during system
design, it is important to know the relative gains of choosing one ap-
proach over another, and also ascertaining the operational profiles where
each approach fits best. In this work, we clarified some communication
protocol aspects. Naturally, a system designer must take into considera-
tion other aspects of these approaches, for example, the predictability of
the time-triggered approach. Other facets target issues such as scalability
of the approach to varied system sizes, along with issues such as stability
and design aspects like composability.
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Here we describe the main conclusions of the work of Chapter 3, under
the operation conditions described there.

The Event-Triggered Architecture (ETA) is beneficial when short
delays are important and the load is kept below approximately 0.6-0.7.
As detailed in Chapter 3.4, the load is defined as:

Generated sporadic traffic
Load =

Awvailable sporadic bandwidth
The main properties supporting the ETA include:

+ This approach provides for short average delays for messages
that access the media. Even when the load increases above
(approx. > 0.6), there is only a slight increase in the average delay
for the high-priority messages that get access to the media.

— The use of event-triggered communication unfortunately also delays
high-priority (periodic) messages. These delays originate from the
fact that sending messages cannot be interrupted, thus they also
cause varying delays, i.e., jitter. High-load situations may lead to
starvation of low priority messages, i.e., there are messages which
are prohibited from accessing the media due to higher-priority mes-
sages constantly accessing the media. The variation in delays grows
early around a load of 0.5.

Comparatively, the Time-Triggered Architecture (TTA) supports
the system requirements sufficiently for all tested loads, as long as the
requirements on delays for sporadic messages are not very high. In such
a case, the TTA is preferable only for loads above approximately 0.6-0.7.
The main properties of the TTA are:

+ Naturally, and perhaps the most important fact to highlight about
the TTA is that there are no delays of high priority (periodic) mes-
sages. When most deadlines for sporadic messages provide for two
or more tries, i.e., a delay in the order of a few TDMA-rounds, there
is actually few missed sporadic messages. In such cases, it even cre-
ates an equalizing effect providing for more low priority messages,
naturally at a cost of higher average delays.

— However, when we have short deadlines for sporadic messages, most
sporadic messages only get one chance to send a message. This
corresponds to situations where most deadlines have slightly more
than a TDMA-round to send, see Figure 3.2. The average delay
starts with as much as a half TDMA-round, and increases slightly
as the load increases.
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It is important to re-emphasize that the terms ”flexibility” and ”pre-
dictability” of existing event-triggered and time-triggered schemes are
subjective. There is a tendency to demonstrate the strength of their fea-
tures in system models and operational situations that tend to favor the
stated approach. Thus, the intent of our work has been to choose a com-
mon system and communication model, and conformal definitions of load,
as we quantify the properties of each approach. As we mentioned earlier
in Chapter 3, these results are based on simulations with randomly gen-
erated loads. It could be argued that more “real” loads should be used.
However, considering the lack of publically available and published task
schedules from industry using those as a base could easily benefit one or
the other approach. We have therefore chosen the approach of using ran-
dom generated communication loads such that there would be no doubt
that they favor none of the approaches.

It should be pointed out that these results are not directly adapt-
able to real-life situations. The intent is that the basic properties of the
generated load can be found in many real-time systems. For example,
systems with high-priority control loops generating high-priority periodic
messages and other system parts generating sporadic messages, e.g., with
diagnostics and status information can be found in many application ar-
eas.

Therefore, we believe that our quantification provides a system de-
signer with meaningful profiles for both the approaches. Of course, the
designer will make the changes specific to the actual system requirements
driving any development - profiles such as the ones developed in Chap-
ter 3, help the designer to understand operational regions where each
technique offers strengths.

5.3 The Best of Both Worlds

In Chapter 4 our goal was to develop methods for combining the favor-
able properties of predictability and flexibility, respectively, of the time-
triggered and event-triggered communication.

As our focus is on real-time and reliable embedded systems, we con-
sider the predictability of the time-triggered approach as a key factor
for the provision of safety-critical services. Hence, the time-triggered ap-
proach is used as a base, upon which we present new methods as well as
modifications of existing methods for efficient handling of event-triggered
traffic and sporadic message handling. We emphasized in Chapter 4 that
although we desire composite time- and event-triggered handling, a pri-
mary constraint we impose for ourselves is to minimize any disruption of
the predictability established by the time-triggered base.
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Overall, we have presented three main approaches for the integration
of event-triggered and time-triggered communication:

1. In the first type of integration, we present a number of fundamen-
tal approaches for transferring low-priority sporadic messages via a
time-triggered channel. With low-priority, we mean lower priority
than the regular periodic messages.

2. Here we consider high-priority sporadic messages. This has a higher
impact on the regular time-triggered traffic, as we must interrupt
the TDMA-round to achieve better message delivery times.

3. The final step in this work has been to improve the sporadic message
handling of an existing communication protocol, the TTP/C proto-
col [TTP99]. This has been done with very limited changes to the
original protocol specification. Thus, there is no disruption of the
normal time-triggered traffic and minimalistic specification changes
in order to not disrupt the behavior of an already well-verified and
tested protocol. It is worth pointing out that our proposed changes
do not change any operational specification of the TTP/C protocol
that is required over its property verification.

5.4 Future Research Issues

Following the presentation of the main contributions of this thesis, we dis-
cuss some future research issues that are of interests. We have structured
these along the same topic lines as used in the thesis.

5.4.1 Synchronization Issues

The term ”synchronization” in distributed systems has varied connota-
tions and also spans a very wide area, see [SHW94]. The restrictions
imposed by commercial embedded systems - cost issues and physical dis-
tribution of nodes - have made bus-based communication the significant
media on which to develop synchronization and other services.

In our work, we have focused on providing cost-effective and efficient
initial synchronization for TDMA-communication. At the same time,
synchronization is a basic system service on which more complex services,
such as group membership, etc., are developed.

e What are the scalability issues for TDMA-based techniques? In
Chapter 2.6.3 we demonstrated that our approach with unique
message-length identifiers scales even when a large number of nodes
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is used. However, the effect was a slight increase in start-up time. Is
it possible to use other techniques to enhance the scalability without
degradation in average and bounded start-up times? Furthermore,
is the fault model of a node that ends up mimicking the unique
message lengths of another node a concern? We have considered
this as a minimal risk as messages are protected with checksums
which will limit this considerably. However, a more thorough inves-
tigation would be interesting, especially as we extend our approach
to consider safety-critical areas. Finally, it would be interesting to
investigate for which bit encoding approach this synchronization
approach would fit best, e.g., Manchester encoding or NRZ.

The work within this thesis has focused on synchronization and
media access methods, especially, the time-triggered and event-
triggered paradigms. However, systems can be divided according
to the synchrony among constituting components and their per-
ception of time. As one extreme we have systems with no explicit
notion of time, i.e., asynchronous systems. As the other extreme we
have synchronous systems where nodes utilize an explicit consider-
ation of time for event ordering, e.g., using local/global clocks, and
a bounded time on executing a step. In synchronous systems, mes-
sages are also received within a bounded time window. The system
nodes may furthermore be synchronized with each other.

Independent from the media access method, a system designer can
choose to use a synchronous or an asynchronous system approach.
However, using a strict TDMA system already requires a common
view of global time amongst the nodes of the system. This enforces
some minimum synchrony amongst the nodes and the system is
not strictly asynchronous. Although it might seem natural to take
advantage of this synchrony when implementing the distributed ap-
plications, there might be reasons for not doing so. For example,
the system designer may want to reuse code or make the code in-
dependent of the underlying communication system.

Other media access methods generally use little synchrony informa-
tion in their manner of operation. This might seem a more natural
approach if one is using an asynchronous system model. However,
nothing prevents implementation of additional synchrony in the dis-
tributed media access protocols

In this area we would like to further investigate these more general
concepts of system time, and expand on their implications of the
time-triggered approach and the event-triggered approach.
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5.4.2 Media Access

In Chapter 3, we investigated the relative behavior of two well-known
media access approaches, i.e., the time-triggered approach and the event-
triggered approach. Although it serves the purpose of showing a system
designer their behavior under similar working conditions; however, there
are a few directions in which we would like to enlarge our investigation.

We would further like to run experiments where the load includes
situations where we media bursts, i.e., gets overloaded. The intention is to
verify results from our current investigation, where the load is randomly
generated but more evenly distributed throughout the run. We have
conducted different runs with a wide range of loads, which we believe also
covers bursty situations as we have run simulations with very high loads.
However, it would still be interesting to see whether this is confirmed or
if the fact that alternating between short periods of very high load and
of very low load favors one or the other approach.

The work in Chapter 3 is naturally closely related to Chapter 4, where
we study more efficient solutions of transferring sporadic data using a
time-triggered base. It will be a natural extension to the work done
in both Chapter 3 and Chapter 4 to extend these simulations with our
new approaches for sporadic message handling to evaluate there behav-
ior. Furthermore, we can investigate the limits of adding event-triggered
traffic, and are there any circumstances when one or the other will start
suffering?

5.4.3 Composite Event-Triggered and Time-Triggered Ap-
proach

The work of integrating event-triggered communication over a time-
triggered channel has resulted in some new and interesting approaches.
However, although these approaches look promising, some further investi-
gations are necessary. For example: Is there any issue of ET-specific and
TT-specific fault modes that may be of concern? Can we utilize any spe-
cific architectural support, e.g., from the time-triggered base, to ensure
separation of event-triggered and time-triggered message handling, i.e.,
separating non-safety-critical and safety-critical messages? Similarly, can
we use specific architectural support to increase the efficiency of sporadic
message handling?

Using active star couplers is one proposed way to overcome the dif-
ficulty of achieving a broadcast channel with fiber-optics, especially im-
plementing a fiber-optic bus. This also provides us with a central way
of ensuring that no node, can monopolize the bus due to a fault, i.e.,
we can avoid babbling idiots. Furthermore, this also provides us with an
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additional way of arbitrating the channel. This can be done by putting
logic in the active star coupler such that it can decide which node is the
next to be allowed to send, but it could also detect high-priority messages
and give them priority. However, this would naturally change the system
environment. This might give new possibilities for how to efficiently in-
tegrate event-triggered and time-triggered communication, but can also
impose limitations.
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The aim of this work is to perform a design of a safety critical dis-
tributed control system by applying and combining methods within the
areas of dependable computer systems and control theory. Many such
systems with interesting requirements and constraints regarding perfor-
mance, dependability, and cost, etc. are found in the area of automotive
engineering. We have chosen to work with a brake system on a heavy
truck-trailer combination vehicle, with certain additional functionality.
This system is a distributed safety-critical control system by nature, and
constitutes an excellent case study for this purpose.

It is our belief that there is a great potential in combining theory
from the areas of computer engineering and control theory in the con-
struction and design of dependable distributed control systems. There
exist many methods and paradigms in computer engineering on how to
build dependable distributed computer systems. The results are often in-
dependent of the application. It is assumed that all failure handling and
avoidance is taken care of by the computer system. It is assumed that
failure to fulfill the requirements at any instance leads to system failure.
If the computer system hosts an implementation of a control system, this
is not necessarily true. It may be possible for the control algorithms to
take care of a failure (transient or permanent) in the computer system,
and continue to run the system in a safe, possibly restricted, mode. This
opens the door for possibilities to relax the requirements on the com-
puter system, thus making it possible to decrease the complexity and the
cost. In control theory, on the other hand, there are many results that
deals with design of robust distributed control systems. In this context
the underlying hardware; the computer system and the network, is often
treated in a highly abstract manner. It may be regarded as the source of
stochastic network delays, a possibility of lost samples, a finite resource
for computation time or bandwidth, etc. In a certain application it is
necessary to know the properties of the computer system with respect to
these and possibly other characteristics. The computer system is often
taken for granted, in the sense that is it regarded as a fixed prerequisite
in the control system design.

The motivation for this work thus is the possibility of better and more
effective system designs if the combination of the computer system and
the control system is regarded at an early stage. This can be reached by
ensuring that the computer system has certain properties from the con-
trol engineers point of view, and vice versa, by ensuring that the control
system has certain properties from the computer engineers point of view.
Therefore it is necessary to specify the requirements of these systems with
respect to each other in a detailed and systematic way. This can, for ex-
ample, include what services the computer system and communications



A.1 Acknowledgments 99

network should provide, what bandwidth requirements they should fulfill,
etc. For the control system this may be specifications that the control
algorithms should be able to handle network delays of certain character-
istics, transient failures such as lost sensor data for a certain time period,
mode switches to safe limp-home modes, etc. To successfully carry out
codesign of the computer system, the communications network, and the
control system it is necessary to specify interfaces between these systems
in the design process and in the implementation. In the design process
these interfaces consist of requirements and specifications, and in the im-
plementation they may consist of certain functionalities, such as software
services or functions.

In this work specific focus is placed on the choice of distribution level
of the computer system, i.e., the computational power, and the control
system. The distribution levels of these systems are orthogonal in the
sense that they can be chosen independently for each system, and then be
combined to a complete system. Though in practice not all combinations
are useful. The combination is performed by mapping specific control
system architecture on a computer and communications architecture. To
explore these combinations we regard three different distribution levels
on the control system and computer and communications system, respec-
tively. These combinations will be investigated regarding dependability
and required information exchange. The dependability of the computer
architecture will be investigated both with and without redundancy. Fur-
thermore, a short discussion of the effects of fault will be presented.

The distribution levels of the control and computer architectures will
be presented in the following sections. The combinations of these will be
analyzed and discussed, resulting in a proposal on a system architecture
with respect to distribution levels.
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A.2 The Target System for the Case Study

The target system in the case study is a truck and semi-trailer combina-
tion. The functionality of this case study implementation is the control
system for normal braking, ABS, and yaw-control, for abbreviations see
Appendix B.1. The purpose of yaw control is to prevent rollover and skid-
ding. For this system an appropriate distributed computer architecture
will be proposed and the co-design of control and distributed computer
system will be investigated. The communication system of the truck will
be investigated, however, the communication network of the semi-trailer
will not be treated. To be more detailed, the distributed functionalities
involved are: ABS, TRC, AYC, and ARC. A common name for these is
VDC (Vehicle Dynamic Control), which is implemented in an Electronic
stability program (ESP). As far as possible the environment of the VDC
functions will be included in architectural considerations, for example,
functions that interface this control function.
The dynamics of the vehicle combination is treated in [GSCO00].
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A.3 System Constraints

The system is built upon a bidirectional broadcast bus. To the bus one
or more computer nodes are connected. If only one node is connected,
we consider it to be a central computer architecture, sometimes referred
to as a distributed I/O system. Sensors and actuators are in this case
connected directly to the bus. Two types of system will be studied: a
simplex system and a redundant system. In the redundant system critical
functionality will be duplicated, and we will refer to it as a duplex system.
The basic requirement of the critical parts of the system is to tolerate a
single component failure. However, due to very hard requirements on low
cost we assume that only limited redundancy are possible. Therefore, our
study has been limited to duplicated components, and solutions using
more redundancy, such as Triple Modular Redundancy, have not been
consider for cost reasons. Using a duplicated system voting is not possible,
we will instead assume that nodes are fail-silent, i.e., they produce the
correct result or no result at all.

When replication is used the replication strategy is active redundancy.
This means that both components of a replica run at the same time and
consume and produce the same data. Active redundancy is used since it
is assumed that the startup time for initiating a new unit is too long.

No assumptions are done about the communication protocol except
that it uses a broadcast bus.
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A.4 Architecture

This project strives to give a good interface between the control applica-
tions and the computer architecture, in such a way that they fulfil their
mutual requirement on each other. Therefore, the architecture of the con-
trol application and computer system will be discussed in this section. It
is important to choose a computer architecture that supports the control
applications in the best possible way. However, it is also beneficial if the
control architecture can be chosen in such a way that the complexity and
cost of the computer architecture can be reduced.

To reduce the problem we have chosen three different approaches of
both computer and control architecture. These different approaches will
be combined into nine cases. The reliability aspects of the computer archi-
tectures will be then be investigated. Furthermore, for each combination,
the information flow requirements will be investigated. Furthermore, ad-
vantages and disadvantages for fault handling will be discussed. In the
following two sections the different architectures will be described.

A.4.1 Control System Architecture

A distributed control system consists of a plant to control, and several
sensors, actuators, and controllers that are connected by means of a com-
munications network. The controlled plant usually is of a Multi Input
Multi Output (MIMO) character. In a distributed control system the
sensors and actuators are usually physically constrained to certain spatial
positions. This may be denoted the physical distribution of the system.
On another level we have the computational decomposition, which deter-
mine how the computational power is distributed. That is equivalent to
the computer and communications system distribution, which is treated
in the next section. On yet another level we have the algorithmic decom-
position. This reflects the possible partition of the control problem into
smaller subproblems. An example of this is the cascade control structure
that is used in many control systems. In the brake system application it
can be reasonable to design dedicated brake-force control to each wheel
individually, and then use the controlled wheels in the design of a control
for the complete vehicle, rather than attacking full vehicle control problem
with the uncontrolled wheels directly. The control system architecture in
this section refers to the algorithmic architecture rather than the spatial
or computational architecture. The algorithmic architectures regarded
here are parameterized in the decomposition level. One extreme is the
centralized control strategy and the other extreme a strategy consisting
of communicating local controllers.
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Centralized Control Strategy

The centralized control strategy, see Figure A.1, may be regarded as a
monolithic algorithm that collects data from all sensors, and computes
outputs to all actuators. In control literature this is the common way
to treat the control of MIMO systems. The sensors and actuators are
typically read and written frequently. An advantage of this approach is
that the control algorithm has all information of the system available
when taking decisions on each actuator input. The availability of all
sensor data enables the use of state observers. A possible drawback with
a large monolithic algorithm is the difficulty to adapt it to changes in
the controlled plant. Changes in a small part of the plant may require
redesign of the full controller.

TUULOn

Figure A.1: A centralized control architecture.

Mixed Control Strategy

Between the extremes there are mized strategies, see Figure A.2, consist-
ing of a central controller that may provide control of top level function-
ality, and autonomous subcontrollers that control certain aspects of the
controlled plant. The central controller may provide the subcontrollers
with setpoints and mode switching commands etc. The subcontrollers
are responsible for reading sensor data and computing acuator inputs,
although the central controller also may handle some of this. Typically
the amount of communication required between the central controller and
the subcontrollers is lower than for the sensor readings and acuator in-
puts. To use this approach it is necessary that it is possible to partition
the controlled plant into smaller subprocesses with distinct sets of inputs
and outputs, which can be controlled more or less independently. Since
the resulting controller is of cascade type it is reasonable to design the
local control loops to be faster than the central loops. This simplifies
the design of the central control loops. A possible advantage of this is
simpler adaptation to changes in the controlled plant. It may be so that
the necessary changes in the controller are isolated to one subcontroller.
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Central Controller

Local Local Local Local Local Local
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Figure A.2: A mixed control architecture.

Local Control Strategy

The local control strategy, see Figure A.3, consists of a non-hierarchical
set of local controllers that communicates. The communication necessary
between the controllers are typically low. Here it is necessary that the
controlled plant can be partitioned into smaller subprocesses that can be
controlled almost independently.

Local Local Local Local Local Local
Cont. Cont. Cont. Cont. Cont. Cont.

Lobb bb bbb L4

Figure A.3: An local control architecture.

A.4.2 Computer Architecture

In automotive system such as cars and trucks the amount of cabling is a
problem. In order to reduce cabling a multiplexed system is very useful.
However, multiplexing does not determine whether the data processing
is distributed as well. The data processing may still be centralized, or
it may be fully-distributed. Therefore the impact of distributing the
computational resources of the computer architecture will be discussed.
We concentrate on three levels of distribution, a centralized system, a
partially-distributed and a fully-distributed. These three levels will be
described below. There exist of course other solutions, however, they will
most likely be combinations of those described. Therefore, the discussions
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will be concentrated on these three levels and their qualities. Most likely,
this will indicate the result we may achieve when using combinations of
these solutions.

Centralized System

In the centralized system only one computer node is used. Sensors and
actuators are connected via a buss to the central node. We assume here
that a central node with a separate cable to each sensor and actuator will
be too costly, both in cabling and space. Therefore, we assume that all
sensors and actuators are connected to the central node via a buss, se
figure A.4. The sensors and actuators will send and receive data from the
bus, respectively. All functionality is located in one computer node, which
may be beneficial for maintenance. Furthermore, without redundancy,
there are no consistency problems with such a solution, since the central
node makes all calculations.

Communication bus @
NS ~N

Computer
node

? 6

% ®
(A) Actuator S Sensor

Figure A.4: A centralized computer architecture.

There are a number of specific qualities that can be deduced from the
fact that the system is a centralized.

e A centralized system is easier to manage, for example, there will be
less problem with consistency with only one central node.

e Less hardware is required, although the system might need a fast
processor since all processing is done on one single node.
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e Since there is only one master node that will control the communi-
cation on the bus. It will be easier to verify that sufficient commu-
nication bandwidth exist.

e Maintenance is easier since there is only one node that is placed on
a single location.

Despite many good properties, a centralized system may produce a
high bus communication load, since all control loops are closed over the
communication bus. If the fast inner loops are possible to distribute,
i.e., calculations are done at a node with actuators and sensors connected
locally, the communication bandwidth can be reduced, see e.g., [TL94]

Partially-Distributed System

The next level of distribution, which we have distinguished, is when sen-
sors and actuators become more “intelligent,” such that some computa-
tions are possible at the sensors and actuators. However, the control and
computational power will still be handled at a main computer node. Such
a system can be viewed in figure A.5, where the sensors and actuators are
connected to a simple computer node. The sensor and actuator computer
can make simple calculations on sensor values before they are transmit-
ted throughout the system. They may also have the possibility to handle
local (inner) control loops. This solution will relieve the main computer
node from some of its tasks.

Some of the benefits of making the system partially-distributed is
described below.

e When developing the system, it is possible to decompose the system
into smaller function units which may be developed in parallel.

e The system will be easier to test since every unit can be tested sepa-
rately and only an assembly test is required with all units together.

e Smaller units will reduce software complexity. And less complex
hardware may be used.

The support for fault tolerance may be more complex, for example,
since nodes must know which other nodes are functioning. However,
similar requirement may exist on the centralized system, where knowledge
are required on which sensors and actuator are alive.
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Figure A.5: A partially-distributed computer architecture.

Fully-Distributed System

The third level of distribution we have identified is the fully distributed.
In such a system no computer node has any unique position like the cen-
tral node in the partially-distributed and central system. All calculations
and logic are distributed on computer nodes, see figure A.6, with local
sensors and actuators. They have to co-operate with each other in such
away that necessary data is provided to all nodes. Thus, no node will
have as high load as when using a single centralized node. Although
the complexity might increase there are more possibilities to include new
functionality.

The benefits of making the system fully-distributed is described below
and are similar to the partially-distributed system but more refined. In
this case the “modularity” will increase even more since the functional
decomposition it stricter.

e When developing the system it is natural to decompose the system
into smaller function units which may be developed in parallel.

e These units can then be tested separately and an assembly test is
required to ensure correct interfacing among units.

e Smaller units will reduce software complexity. And less complex
hardware may be used.

e A node failure will most likely only disable part of the system com-
pared to the other systems where the central node makes them more
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sensitive.
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Figure A.6: A full-distributed computer architecture.
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A.5 Dependability of Different Computer Con-
figurations

In this section we will investigate the reliability of the different computer
architecture hardware-configurations. This will be done by comparing
the described computer architectures with each other.

Three different configurations will be discussed for each computer ar-
chitecture type. Those are two simplex configurations and one duplex.
The first simplex configuration will include all functionality and give the
reliability for the total yaw-control system. The other simplex configura-
tion will only include the critical functionality, i.e., functionality necessary
for basic braking. The third configuration we study is a duplex system
for total functionality.

When making reliability calculations it is difficult to find reliable es-
timations of the failure rates. Omne of the most common source is the
United States Department of Defence (USDOD) “Military handbook re-
liability prediction of electronic equipment, MIL-HDBK-217F” [MIL92].
Although it is common to use failure rates from this handbook, this
method is criticized for not being trustworthy. The absolute figures gen-
erated from this handbook can therefore be questioned. However, the
results achieved will only be used for comparing the different solutions,
for which purpose the figures from the MIL-HDBK-217 are appropri-
ate [SS92].

In the normal-life portion of the electronic components that we con-
sider, the failure rate A is constant. The reliability expression will then be
of the form R(t) = e~ i.e., exponential. In the reliability calculations we
use combinatorial methods such as series/parallel system, markov mod-
els are also used and further information on reliability calculations using
these methods can be found in for example [Pra95] or [Joh89]. Specific
assumptions of each configuration will be described under corresponding
section. The failure rates used in this report and assumptions needed are
described in Appendix B.2. The reliability analysis is based on our case
study system, i.e., yaw-control, ABS and EBS. A similar system study
has been conducted on an electrical flight control system in [ATJ99).

A.5.1 Assumptions

The first configuration is a simplex system where we calculate the relia-
bility for the yaw-control functionality, i.e., all considered functionality.
All components must work in the system in order to provide the total
functionality of the yaw-control system.

The yaw-control system is safety-critical. However, there exists a fail-
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safe state, which is when the yaw-control functionality is shut down and
only normal brakes are accessible. Thus when a fault is detected that
affects the yaw-control functionality, the yaw-control is shut down and
the truck runs in a degraded mode. This degraded mode only has the
basic brake functionality.

In the continuation of this document we will refer the full yaw control
functionality as the “total functionality” or “yaw-control functionality”
in contrast to a degraded mode where parts of the yaw-control are inac-
cessible.

This leads us to the next configuration, where the reliability of crit-
ical functionality is calculated. The critical functionality is considered a
basic brake function, where at least one wheel on each side of the truck
is working. Thus, the minimum of components needed, for the critical
functionality, is the pedal sensor, some basic computational power, and,
at least one brake pressure actuator at each side of the truck. Thus when
discussing reliability of this critical configuration where at least the basic
brakes is functioning, we will use the term “critical functionality”.

For the duplex system, we assume that only the critical functionality
will be duplicated. Therefore, we only consider and calculate the prob-
ability of loss of critical functionality. Inherent redundancy will be used
if possible for the reliability analysis of critical functionality, for exam-
ple, when considering that more than one wheel per side can be used for
braking.

In dependable systems, adding redundant software and hardware of-
ten increases the complexity of the system. This redundancy must be
handled and sometimes reconfigured in case of failures. There exists a
number of techniques for redundancy management. Although only using
a duplex system we can still use different solutions for the redundancy
handling, i.e., active or passive redundancy as discussed in [SCG00]. The
complexity of a duplex system will increase independently of the redun-
dancy management technique. For example, with two redundant nodes
both the active and passive redundancy requires fail silent nodes. There-
fore, a lot of effort must be spent to ensure the fail silent property with
sufficient probability. Furthermore, a membership agreement protocol is
required with a passive redundancy strategy, and with active redundancy,
the redundant node must produce the same output. To reduce the com-
plexity of our investigation, the redundancy methods requiring the most
resources are used for the duplex system. The active redundancy strat-
egy generally requires more resources than a passive system, since then
redundant components are executing simultaneously. Furthermore, com-
putation should be deterministic to ensure identical output from replicas.

A special comment on the bus failure rate, Apcon, is necessary. The
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bus failure rate has been divided in two parts. The first is a failure mode
with failure rate Aq, which is considered by far the most probable. This
failure occurs when a node cannot communicate any more with other
components connected to the bus. The second, is when a buss connector
prohibits any component from communication on the bus. This scenario
is considered a far less probable case, with failure rate Ag,s, but a more
serious one. Further bus failure modes, like partitioning of the bus, have
not been considered specifically but are considered part of Ag,s. This is
a bit conservative since the system may still work.

The calculations in Appendix B.2 wuse data from the MIL-
HANDBK [MIL92]. Since, this handbook does not cover sensors and
actuators. Therefore, rates for sensors and actuators has been estimated
to be between 1076 — 10~ failures per hour. In this section a failure rate
of 15x 107 will be used in the discussions if nothing else is stated, in order
to give directly comparable results. For further details see Appendix B.3.

The theories for the calculations here and in Appendix B.2 can be
found in [Joh89].

A.5.2 Reliability of Total Functionality - Simplex

The reliability of the total functionality gives an indication of the systems
availability, i.e., the availability of the yaw-control, ABS, and brake sys-
tem. With this case we compare the different architectures considering
the reliability of the total functionality. We assume that if any compo-
nent fails, it will affect the system such that the yaw-control will cease to
work properly.

For the central system we use the configuration shown in Figure A.7.
The picture shows the nodes, sensors and actuators connected to the
buss. The basic components, of node and sensors/actuators, that are
considered in the reliability analysis are also shown in the figure, see also
Appendix B.2. The system consists of a central computer node where all
the calculations are done. The sensors in the system are the same in all
configurations and consist of the pedal sensor, a steering wheel sensor,
a yaw rate sensor, a lateral acceleration sensor, and one wheel velocity
sensor per wheel (6 wheels). Finally, we have brake pressure actuators
at each wheel, which also are the same for all configurations. In the
centralized system, sensors and actuators are more complex since they
need functionality and hardware for the bus connection, which affects the
failure rate.

For the partially-distributed and fully-distributed system the config-
urations are shown in Figure A.8. These systems have the same set of
sensors and actuators. The main difference is the central node which is
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Figure A.7: A simplex centralized computer architecture.

only used in the partially-distributed system. Another difference is the
complexity of the distributed nodes, which are more complex in the fully-
distributed system. These differences also affect the failure rate of the

system.
N/ £ Ta | [P W\
2HEOE®
o o,/ \ o7 Vog,/ | \» S/ Partially-

ci-ém Engh| | [Whel | <— D istrbutd
Node Node : Node :
I . : | System
| f6x O neperW heel)v;
Central
node
~ v - T { o® % "
‘2;;&2 Zi&% \{Rae 46% : ?Wi V%]i
?56@ se,};’il qa o e Sty
Fully- : T ol
D istrbuted—9» Cabin Engin ; W heel
System Node Node ; Node

I I : I
L 6x OneperW hee_'D

Figure A.8: partially-distributed and fully-distributed architectures.

In Appendix B.3 the probability of loss of yaw-control functionality,
i.e., the total functionality, has been calculated for one hour. This proba-
bility is presented in Table A.1 for the different configurations. It should
be noted, that the difference between the architectures are mainly due
to: the hardware complexity of the different computer nodes, complexity
of sensors and actuators, how sensors and actuators are connected, and,
the number of connections to the bus. Due to the difficulties of finding
reliable values for failure rates of sensors and actuators they have been
varied between 1076 and 40 x 107%. However, for the purpose of com-
parison, the values presented in Table A.1 have been calculated with the
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failure rate Ay = Ay, = 15 x 10 — 6.

Cent. Sys. Part. Dist. Sys. Dist. Sys.
3.3x 1071 3.5 x 1074 3.5x 1074

Table A.1: Probability of loss of the yaw-control functionality, in one hour

These figures are in the same order of magnitude. Any specific prefer-
able solution cannot be identified. In Figure A.9, the same probabilities
are shown when the failure rate of the sensors and actuators are varied
between 1076 and 40 x 1076, In this figure, we see how close these con-
figurations are. The continuous line, of the centralized system, is the line
with lowest probability of failure, followed by the partially-distributed
and fully-distributed systems which are superposed.

Full Functionality
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Figure A.9: Probability of losing the yaw-control functionality for the
different configurations.

To analyze the effects of the complexity of nodes, we have compared
the different configurations while changing the ratio between the com-
plexity of the processors in the nodes. In Appendix B.2, we have used
the MIL-HANDBK [MIL92] and the estimated workload on the nodes
to get the failure rate of processors. The workload will set the required
complexity of a node, i.e., the performance, to handle the required work-
load. Uncertainty of the complexity relation between nodes originates
from the processing requirements of the different node types, i.e., central
node, partially-distributed nodes, and distributed nodes. The complex-
ity directly influence the failure rate of the processor. To investigate the
effect of this complexity ratio we have varied the distributed nodes fail-
ure rate while the failure rate of the central node has been fixed. The
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complexity of fully-distributed and partially-distributed node processors
have been changed between 20-100% of the central node. In Figure A.10
we see how the reliability of the fully-distributed and partially-distributed
configuration decrease when the complexity increases. In our calculations
in Appendix B.3 we have assumed that the failure rate ratio between the
processors in the partially-distributed nodes and the central nodes are
30%. Between the processors in the distributed nodes and the central the
ratio is 50%. Figure A.10 shows the reliability of each processor, where
the failure rates of the sensors and actuators are varied. The figure shows
that if the complexity of the partially-distributed and fully-distributed
nodes is small enough, the system reliability will be close to that of the
centralized system. If the complexity of the fully-distributed nodes are
very low they become similar to simple “intelligent” sensor and actuator
nodes used in the central configuration. As the complexity of the fully-
distributed nodes increase, the reliability is decreasing compared to the
central system.

Full functionality

Sensor and actuator failure rate is (1)=5E-6 (2)=1,5E-5 (3)=2,5E-5
0,9999 ~
0,9998 E‘E‘% —e— Central (100%) (1)
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Reliability

Complexity percentage of central
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Figure A.10: The reliability of different configurations when varying
the complexity relation of the partially-distributed and fully-distributed
nodes to the central node.

A.5.3 Reliability of Critical Functionality - Simplex

In this section the reliability of the critical system parts will be discussed.
The basic brake functionality is here considered the critical part of the
system. It is assumed that the absolute minimum allowed braking func-
tionality is brake force on two wheels, i.e., braking on one wheel on each
side. This implies that the required functionality is “one brake pressure
actuator on each side of the vehicle”. Since there are three wheels on
each side, there is an inherent redundancy in the system. The critical
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components needed for basic braking are the pedal sensor, some basic
computational power, and one brake pressure actuator on each side.

For the central system, the central node must provide the computa-
tional power. However, in the partially-distributed system, the computa-
tional power in the distributed nodes is considered sufficient for the basic
processing needed. The minimum system parts needed for the different
systems configurations are shown in Figure A.11.

1of 3 Per Side
Central| . Brakd\ Central
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Node | ) (Z2) ¥ System
| . i
B""\&(e
T o
Dist. Partially-Distributed

: Node <4— System and Fully-
' : ' Distributed System
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Figure A.11: Minimum system parts needed to achieve critical function-
ality.

The probability of loss of the critical functionality will naturally be
less than in the case with total functionality. In Table A.2, values for the
total yaw control functionality and the critical functionality are shown
for comparison.

Cent. Sys. Part Dist. Sys. Dist. Sys.
Full Func. 3.3x 107 3.5 x 1074 3.5 x 1074
Critical Func. 4.3 x 107 2.7 x107° 3.0x107°

Table A.2: Probability of loss of critical functionality in one hour for the
different configurations.

The probabilities of loss of critical functionality is about a factor of
ten better than for the total functionality. In Figure A.12 the probability
of loss of critical functionality is shown when the failure rate for sensors
and actuators is varied.

The central system has a noticeable higher probability of critical fail-
ures, the continuous line in the figure. This because, the central node
must be present and the central node has a higher failure rate than the
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Figure A.12: Probability of loss of critical functionality with the different
configurations as a function of sensor/actuator failure rate.

nodes in the partially-distributed and fully-distributed system. Further-
more, the central node has more bus connections, which increases the
failure rates of the bus in the central system.

The partially-distributed and fully-distributed systems have similar
probability for critical failure. They have very similar configurations in
this case. The small difference is due to the difference in complexity of
the nodes. Since the fully-distributed systems nodes are more complex,
they also have the higher probability of failure.

In the complexity comparison we use a fixed failure rate for the
central node while varying the failure rate for the fully-distributed and
partially-distributed architectures. The processor complexity of the fully-
distributed and partially-distributed nodes have been varied between 20-
100% of the central node processor. In Figure A.13 we see the value of
using low complexity nodes for critical functionality. Only the central and
partially-distributed system have been included in this figure since the
partially-distributed and fully-distributed system follow the same trend
and would be very close.

A.5.4 Reliability of Duplex System Configurations

The duplex configurations have been chosen to increase the reliability.
However, to keep the cost as low as possible only the parts needed for
the critical functionality will be duplicated, i.e., the parts needed for a
minimum of brake functionality. Furthermore, parts that can benefit
from the inherent redundancy in the system have not been duplicated.
The brake pressure actuators will therefore not be duplicated; neither will
the nodes that the actuators are attached to. However, the brake pedal
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Figure A.13: The reliability of critical functionality for the different
configurations when varying the complexity relation of the partially-
distributed to the central node.

sensor will need special treatment, since it has been considered to be
an especially critical part. To ensure brake-pedal input from the driver,
redundancy will be used with the brake-pedal sensor. The brake-pedal
sensor is not assumed to be fail silent and is therefore triplicated, thus
one faulty sensor is allowed.

For the central system, the central node and the bus will be dupli-
cated. Three redundant pedal sensors will be connected to the bus. The
partially-distributed and fully-distributed system will use three pedal sen-
sors connected to a duplicated node. The difference is again the complex-
ity of the nodes. In Figure A.14 the duplex configurations are shown for
the three different architectures.

The duplicated nodes may fail in two ways, (1) a node fails but do
not disturb the operation of fault free parts of the system. (2) The node
fails in such a way that it affects other parts of the system and the re-
quired functionality can not be upheld. Scenario (2) is naturally very
important to avoid, and considerable efforts should be spent ensuring
that faults do not spread through out the system. This is done by in-
troducing containment regions, which should be designed such that no
faults can escape such a region. One related property in this situation is
fail silence, see [SCGO00], where a component either produces the correct
result or no result at all. To achieve fault containment, e.g., fail-silence,
the system must be able to detect and handle faults. For a fail-silent
system this means to stop producing and sending results. The coverage
of the error detection mechanisms is important and will affect the system
reliability. However, to be able to conduct the reliability calculations the
coverage must be estimated. In Appendix B.3, the coverage has been



118 Appendix A

Clantrg] " 1of3 PerSide
Centraljle Brake f Central
Node Pressure) System
+- — .
<
:?:fre : ‘ 3‘6\(3“6 :

(e  Partially-Distributed
L ‘  -— Systqm gnd
Cabin| | Wheel j Fully-Distributed

Node : Node : System

. 1of 3 Per Side ;

Figure A.14: System parts for duplex configurations where critical parts
are duplicated. The wheel nodes and brake pressure actuator use the
inherent redundancy; three wheels on each side of the truck.

between 0.99 and 0.999. This is a high coverage but indications that
a very high coverage may be attained is given in, for example, [Fol99].
Furthermore, we assume that all efforts are spent ensuring this coverage,
both in the system and application level of the design. In the table below
the importance of the coverage will be shown.

When adding redundancy to these system configurations the reliabil-
ity increases significantly. In Table A.3 the probability of loss of the crit-
ical functionality for the duplex system configurations are shown. Values
for total functionality and critical functionality in the simplex configura-
tions are shown for comparison. The failure rate for sensors and actuators
is as earlier \s = A\, = 15 x 1076,

Cent. Sys. Part. Dist. Sys. Dist. Sys.

Full Func. (simplex) 3.3x 107 3.5 x 1074 3.5 x 1074
Critical Func. (simplex) 4.3 x 107° 2.7 x 1075 3.0 x 1075
Duplex (C=0.99) 3.7x 1077 2.2 x 1077 2.7 x 1077
Duplex (C=0.995) 1.8 x 1077 1.1 x 1077 1.4 x 1077
Duplex (C=0.999) 3.8 x 1078 2.2 x 1078 2.7x 1078

Table A.3: Probability of loss of critical functionality in duplex configu-
rations. The probabilities are calculated using coverage, C, of 0.99, 0.95,
and 0.999. Probabilities for full functionality and critical functionality
are included for comparison.
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The differences between the three architectures are basically due to
the same reason as for the simplex case with only critical functionality,
the differences of node complexity and the bus. However, especially in-
teresting is the importance of achieving a high coverage during system
design.

The probability of loss of critical functionality is about a factor of
100 to 1000 better with the duplex system compared to the simplex. In
Figure A.15 the probability of loss of critical functionality is shown, when
the failure rate for sensors and actuators is varied.
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Figure A.15: Probability of loss of functionality with the different duplex
configurations.

The results from the sensitivity analysis is shown in Figure A.16. In
this figure we see a considerable change in reliability when the complexity
ratio of the nodes changes. We see here that the effect of complexity is
even larger when considering a duplex system, i.e., we gain even more
in reliability if the complexity is kept low for nodes in a duplex system.
The fully-distributed system is not included since the difference between
the fully-distributed and partially-distributed system is very small in this
comparison.
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Figure A.16: The reliability of critical functionality with duplex nodes,
i.e., with redundancy. The partially-distributed configuration are com-
pared with the centralized by varying the complexity of the nodes in the
partially-distributed system between 20-100% of the complexity of the
node in the centralized system.

A.6 Architecture Investigation

In the following sections we will compare the different combinations of
computer and control architectures. We will discuss the effect on the
worst case bandwidth requirements as well as the dependability, when
combining the different control architectures with the different computer
architectures. Worst case communication bandwidth is required when a
system runs with full-functionality, thus we will not consider the crit-
ical functionality when studying bandwidth requirements. There were
three computer architectures described in section A.4, with different dis-
tribution levels, and similarly a description of three control architectures.
The different combinations can be viewed in a 3x3 matrix, as shown in
Table A.4. The table consists of references to the section where corre-
sponding combination are treated. All architectural combinations are not
reasonable and will thus only be treated briefly stating why they are not
appropriate.
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Centralalized | partially-distributed | Distributed
Cent. control A.6.2 A.6.3 A.6.4
Mixed control A.6.5 A.6.6 A6.7
Local control A.6.8 A.6.9 A.6.10

Table A.4: Control and architecture matrix with section references.

A.6.1 Assumptions

To make a reasonable comparison between these architectures we need a
realistic workload and environment. In the companion report “Investiga-
tion and Requirements of a Computer Control System in a Heavy-Duty
Truck” [SCGO0] we have investigated an existing truck solution. In this
report we have presented an appropriate communication workload based
on the existing system. The computer control systems discussed in this
report are intended for future computer controlled trucks. Therefore, we
have included functions that we predicted likely to be used in futures
systems. The characteristics of these applications have been estimated
based on the investigation in [SCGO00], such as, bandwidth, sensors, sen-
sor location, etc. Thus, when estimating the bandwidth in the sections
below, we have tried to predict data that will be sent on the bus in future
systems. In order to get a realistic bus load more components has been
considered compared to what has been discussed in the dependability
analysis of section A.5. Specifically, additional sensors and actuators are
used.

In Table A.5 and A.6, sensors which we have assumed to be connected
to the distributed computer system in the heavy-duty truck are listed,
these are taken from Appendix A and B in [SCGO00] where corresponding
messages are listed. The first list includes all single sensors and the second
list includes sensors which are located at each wheel.

Some flags, like ABS active flag in the Appendix A & B in [SCGO00],
are assumed to be part of messages shown in Table A.6. Actuators present
in the system are listed in Table A.7.

The retarder works on the gear box by hydraulic or electro magnetic
forces. The electro magnetic retarder can also be placed between the
gearbox and the rear axle. The engine brake basically works by restraining
the exhaust in the cylinders.

In this communication bandwidth study we have assumed that the
communication bandwidth is a limited resource. This will probably be
true in the foreseeable future, at least in this type of applications. How-
ever, other aspects exists and should not be overlooked, for example:

e Sending all control data on the bus should not only be seen as an
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Sensor Type | Rep/Min [ms] | Size [bits]
Sensor for lateral acceleration P 100 16
Steering wheel sensor P 50 16
Yaw rate sensor P 100 16
Articulation angle P 100 16
Engine Torque sensor P 10 16
Engine rpm sensor P 10 16
Vehicle speed, (Virtual sensor) P 20 16
Accelerator pedal sensor P 50 16
Brake pedal sensor P 50 16
Gear selection sensor S 100 8
Trailer brake pressure sensor* P 20 16

Table A.5: Sensors connected to a vehicle dynamic computer system in
a heavy-duty truck. P = produce Periodic messages, next column the
Repetition, and S = produce Sporadic messages, next column is Min
interarrival time. The Articulation angle measures the angle between
truck and trailer, in the horizontal plane

Sensor Type | Rep/Min [ms] | Size [bits]
Wheel speed sensor P 20 16

Table A.6: Sensors connected to a vehicle dynamics computer system in
a heavy-duty truck and which exist for each road wheel. P = produce
Periodic messages, next column the Repetition.

Actuators Type | Rep/Min| Size
[ms] [bits]

Engine torque actuator P 10 16

Brake pressure actuator, one | p 10 16

per wheel

Retarder  actuator  (Hy- | p 10 16

draulic)

Retarder actuator (Electro | p 10 16

magnetic)

Engine brake actuator. p 10 16

Trailer brake pressure actua- | p 10 16

tor

Rear wheel steering actuator | p 50 16

Table A.7: Actuators used in the vehicle dynamics computer system in
a heavy-duty truck. P = consume Periodic messages, next column the
Repetition.
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disadvantage. It gives one significant advantage since it simplifies
monitoring of a system.

e It is also more future proof, in the sense that all data already exists
on the bus for new functionality to use.

In the following sections we will look at the different combinations
and identify which data is sent.

Two communication bandwidth calculations will be done for each of
the relevant combinations of control and computer architectures. For
each of them we will study the communication in a simplex system and a
duplex system. In the simplex case no redundancy is assumed and for the
duplex case critical parts are redundant. This simplex case corresponds to
the simplex configuration with total functionality which was considered
in our dependability calculations earlier. The second case with critical
functionality will be duplicated, corresponds to the duplex configurations
earlier.

An additional node has been added, a sensor node, which was not
included in the reliability study. This has been done since the uncertainty
to which node these sensors would be connected to in a real system. This
node has been added in all configurations, except the centralized, such
that all configurations have the same prerequisites.

A.6.2 Central Strategy

With a combination of the centralized control strategy and the central-
ized computer architecture we have a natural centralized system. This
has traditionally been a common solution with one node handling all
functionality. All sensors and actuators are connected to this node and
often with separate cables. However, one useful way of reducing cabling
is to use multiplexing on a single communication bus. The bus reduces
cabling at the cost of some extra complexity at each sensor and actuator.
All control execution and system monitoring are executed at the single
central node. With this system, bandwidth requirements will be studied
for our case study application.

We also note that for this configuration all sensor and actuator data
are sent on the communication bus and are available to, for example,
diagnostic units listening on the bus.

Simplex System

Using this strategy all sensor and actuator data are sent on the bus.
Table A.17 describes the assumed bandwidth requirement excluding all
overhead.
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Sensors bits| # | Tot. | Hz |Bits/sec
Sensor for lateral acceleration 16 | 1 16 | 10 160
Steering wheel sensor 16 1 16 | 20 320
Yaw rate sensors 16 | 1 16 10 160
Articulation angle 16 | 1 16 10 160
Engine Torque sensor 16 | 1 16 | 100 1600
Engine rpm sensor 16 | 1 16 | 100 1600
Vehicle speed, (Virtual sensor) 16 | 1 16 | 50 800
Accelerator pedal sensor 16 | 1 16 | 20 320
Brake pedal sensor 16 | 1 16 | 100 1600
Gear selection sensor 8 1 8 10 80
Trailer brake pressure sensor™ 16 | 1 16 | 50 800
Wheel speed sensors X 6 16 | 6 | 96 | 50 4800
Total number of bits per second 12400
Actuators bits| # | Tot. | Hz | Bits/sec
Engine torque actuator 16 | 1 16 | 100 1600
Brake pressure actuator, one per wheel x 6 16 | 1 16 | 100 1600
Retarder actuator (Hydraulic) 16 | 1 16 | 100 1600
Retarder actuator (Electro magnetic) 16 | 1 16 | 100 1600
Engine brake actuator 16 | 1 16 | 100 1600
Trailer brake pressure actuator 16| 1 16 | 100 1600
Rear Wheel steering actuator x 4 (four RW) 16 | 4 | 64 | 20 1280
Total number of bits per second 10880
Total required bandwidth 23280
Max frequency | 100

Figure A.17: Bandwidth requirement for a central strategy

In Table A.17 the “bits” column indicates the number of message
bits. The “#” column, shows the number of messages sent for each spe-
cific sensor or actuator. All sensors and actuators values are transmitted
periodically, except the gear selection sensor, which is aperiodic. In the
case of the gear selection sensor, we find in the “Hz” column the minimum
inter arrival time allowed for the gear selection value.

The total bandwidth requirement of this approach is 23,3 kbit /s. How-
ever, this is pure data and all protocol overhead will normally increase
this figure significantly. This is the case for all the configurations. Fur-
thermore, only data used in the VDC-system is included in the table.

Duplex System

For a duplex system, data transfer will increase for replica management
reasons. Here we consider the extra data necessary for keeping duplex
nodes replica deterministic. As shown in Figure A.14 the central node is
duplicated and the pedal pressure sensor is triplicated. To ensure replica
deterministic behavior of the central node, the replicas will exchange sen-
sor values. This means that, first all sensor data will be sent; thereafter
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each replica will send their view of the sensor values. Thus, sensor values
will be sent three times, and the bandwidth will increase accordingly. The
additional, i.e., extra, sends will ensure that the replicas have the same
set of data and that they agree on the same pedal sensor value.

The design decision, to exchange all data between both the replica
nodes, may seem as a drastic measure when only the pedal sensor has
previously been considered critical. However, to ensure that the replicated
nodes produce the same result, it is very important that they work on the
same input. If not all sensor data was exchanged, and one node looses
some data, this node would have to be silent. This would be necessary
to ensure the fail-silent property.

Sensors bits | # | Tot.| Hz |Bits/sec
Sensor for lateral acceleration 16 | 1] 16 10 160
Steering wheel sensor 16 (1] 16| 20 320
Yaw rate sensors 16 [ 1] 16 10 160
Articulation angle 16 [ 1] 16 10 160
Engine Torque sensor 16 | 1| 16 | 100 1600
Engine rpm sensor 16 [ 1] 16 | 100 1600
Vehicle speed, (Virtual sensor) 16 | 1] 16 50 800
Accelerator pedal sensor 16 (1] 16 | 20 320
Brake pedal sensor 16 | 3| 48 | 100 4800
Gear selection sensor 8 [1| 8 10 80
Trailer brake pressure sensor* 16 | 1] 16 50 800
Wheel speed sensors X 6 16 | 6| 96 50 4800
Total number of sensor data 15600
Total number of sensor data x 3 46800
Actuators bits [ # | Tot.| Hz | Bits/sec
Engine torque actuator 16 | 1] 16 | 100 1600
Brake pressure actuator, one per wheel x 6 16 | 1| 16 | 100 1600
Retarder actuator (Hydraulic) 16 [ 1] 16 | 100 1600
Retarder actuator (Electro magnetic) 16 | 1] 16 | 100 1600
Engine brake actuator 16 | 1] 16 | 100 1600
Trailer brake pressure actuator 16 [ 1] 16 | 100 1600
Rear Wheel steering actuator x 4 (four RW) 16 141 64| 20 1280
Total number of acturator data 10880
Total required bandwidth 57680
Max frequency | 100

Figure A.18: Bandwidth requirement for a central strategy with redun-
dancy

In Table A.18 the worst case bandwidth requirements for the cen-
tral strategy with redundancy is shown, i.e., worst case implies with full
functionality running. This combination is resulting in a required bus
bandwidth of 57.7 kbit/s. This is more than double the amount than in
the simplex case. It indicates the high overhead that replication may lead
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to.

Fault Scenarios

In this section we will have a short discussion about effects of faults in
this type of a system. Only the redundant system will be discussed,
since, in the simplex case, all functionality will be lost if the central node
fails. When subject to a transient fault, less critical parts may of course
use restart. However, for this report we have consider the outage time
following from a restart as unacceptable for the critical brake system.

If there is a fault in one of the redundant nodes it is very important
to prohibit the fault from propagating. It has to be obvious for the
actuators, i.e., the receivers, which node sends correct values. For this
purpose the fail-silent property is beneficial and has been assumed. In
section A.5.4, the importance of high coverage on the fail-silent property
has been shown.

In case of transient faults, we are confronted with another challenge,
how to handle re-integration of a node that detects an internal fault. If
this fault has not caused the node state to change, the node can continue
its operation. If the fault has caused different states in two replicas |,
the re-integrating node has to obtain the correct state information from
its replica. Even though the nodes exchange state information during
normal operation, e.g., by exchanging sensor values, a central node will
need additional state information to get the same state as its replica. This
can be a considerable amount of information which must be exchanged.
This is a drawback, since the necessary communication bandwidth for
the state transfer must be scheduled such that, independent on other
communication the transfer will be possible within a limited time. If this
is not done re-integration of nodes will not be possible.

In case of a sensor or actuator failure it is very important that the
faults are detected. This because a faulty sensor, e.g., the yaw rate sensor,
may produce faulty data which potentially puts the vehicle in a dangerous
situation. Similarly, if an actuator fails it is very important for the system
to detect this. Then the error can be compensated for, especially in the
case of a brake pressure actuator. Thus, faults should be detected and
appropriate measures should be taken, e.g., reconfiguration or shutting
down functionality. This will require some group membership handling
or control system diagnosis, in order for the central node to keep track of
which sensors and actuators are alive. Unfortunately, this will increase the
requirement on sensor and actuator functionality and thus the complexity.
This would increase the failure rate of sensors and actuators, which would
make them closer in complexity to the distributed nodes in the partially-
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distributed system.

A.6.3 Central Control with Partially-Distributed Com-
puter Architecure

This is not an obvious design solution since the distributed nodes are used
for very little. The main difference is that we assume that the duplicated
node may handle a situation where the central node fails. The duplicated
node is the cabin node, see Figure A.14. Therefore, it is not necessary
to make the central node duplicated. If the central node fail, the cabin
node has to reconfigure itself to handle the critical functionality, i.e., the
basic brake functionality.

In this system we still have the advantage that comes from that all
sensor and actuator data are sent on the bus, see section A.6.2.

Simplex System

This configuration will still use the central node for all control computa-
tions since it uses the central control strategy, see Figure A.1. Therefore,
all sensor and actuator data has to be sent on the bus. This makes the
amount of bus communication for the simplex case identical to the one
in the previous section, see Table A.17.

Duplex System

In the duplex case the cabin node is replicated, see Figure A.14. This
means that the replicas of the cabin node will agree on which sensor
values to use. The replicas will therefore send their sensor values twice.
One time to get agreement with its replica and the other time to send
the agreed value. Table A.19 shows the bandwidth required for this case.
Messages in the table are sorted under the node which sends it.

The agreement messages sent by the cabin node are referred to as
Replica Deterministic (RD) messages. The cabin node sends each message
once for agreement and once the agreed message. This is done for each
replica. Thus in total each message is sent four times, which also is
indicated in the table.

As can be seen the bandwidth is considerably less than for the cen-
tralized scenario.

Fault Scenarios

In this case the central node is not redundant, therefore, functionality
running on this node will be lost in case of a permanent central node
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Sensors bits | # | Tot. Hz |Bits/sec
Central node

Brake pressure actuator 16 1 16 100 1600
Engine torque actuator 16 1 16 100 1600
Retarder actuator (Hydraulic) 16 1 16 100 1600
Retarder actuator (Electro magnetic) 16 1 16 100 1600
Engine brake actuator 16 1 16 100 1600
Rear Wheel steering actuator x 4 (four RW) 16 | 4 64 20 1280
Trailer brake pressure actuator x 1 16 1 16 100 1600
Total number bits 10880
Cabin node x 2 (RD messages)

Brake pedal sensor 16 | 4 64 100 6400
Steering wheel sensor 16 | 4 | 64 20 1280
Accelerator pedal sensor 16 | 4 64 20 1280
Gear selection sensor 8 4 32 10 320
Total number bits 9280
Sensor node

Sensor for lateral acceleration 16 1 16 10 160
Yaw rate sensors 16 1 16 10 160
Articulation angle 16 | 1 16 10 160
Total number bits 480
Engin node

Engine Torque sensor 16 1 16 100 1600
Engine rpm sensor 16 1 16 100 1600
Total number of sensor data 3200
Wheel nodes x 6

Wheel speed sensors 16 | 6 | 96 50 4800
Trailer brake pressure sensor* 16 1 16 50 800
Total number of sensor data 5600
Total required bandwidth 29440
Max frequency | 100

Figure A.19: Bandwidth requirement for a central control and partially-
distributed architecture with redundancy.

failure. However, we assume that the distributed nodes have the pos-
sibility to reconfigure, if the central node stops in such a way that the
critical functionality will continue working. What we achieve with this
is a higher reliability for critical functionality. However, we add software
complexity for the reconfiguration. This reconfiguration requires fast de-
tection of central node failure, in order to make the reconfiguration fast.
This requires a group membership service for the cabin and the central
node. The allowed outage time for the critical functionality, i.e., the time
the system can manage without new sensor information, will decide if
reconfiguration is possible.

The cabin node will however be vital both for critical and full func-
tionality since it hosts the pedal sensors. For the reasons above we can
see that the reliability of the system will increase considerably by making
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the cabin node a duplex node, i.e., consisting of two replicas. By doubling
the bus, we eliminate a single point of failure in the critical functionality.

For the duplex system we only assume that the cabin node is dupli-
cated. This gives good reliability since we do not have to rely on the
complex central node. However, since the central node is not duplicated,
the availability of the total functionality is less than the system with cen-
tralized control and centralized computer architecture in Section A.6.2.

The necessary state information exchange between replicas after a
transient fault, is very small for this configuration. The centralized control
ensures that no or very little functionally is run on the replicas.

The importance of distinguishing between correct and incorrect repli-
cas is still high. When using a duplicated cabin node those replicas must
be fail-silent in order for the other nodes to choose correct sensor data.
Nodes that are not duplicated must fail in a safe manner. For example, a
wheel node is not allowed to apply an arbitrary brake force. The recovery
after a transient fault will be fast compared to the duplex nodes since no
transfer of system states is necessary.

A.6.4 Central Control with Fully-Distributed Computer
Architecture

This combination is not considered here for two reasons. First, as we dis-
cussed in the reliability analysis the distributed nodes are not as powerful,
thus all control functionality might not be scheduled in the distributed
computer nodes. Second, the conceptual difference between this configu-
ration and the local control together with the distributed system is small
or none, and bandwidth requirements are the same, see section A.6.10.
With the development of microprocessors of today, computational power
of processors are unlikely to be a limiting factor.

A.6.5 Mixed Control with Central Computer

This combination is not considered, since all computation must be in the
central node. Therefore, it is no noticeable difference, for our bandwidth
investigation, compared with the central control together with the central
computer architecture. The difference is how the control architecture is
constructed. The difference of the control structure will be considered in
the continuation of this project.
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A.6.6 Mixed Control with Partially-Distributed Com-
puter

This is a natural combination were the mixed control, Figure A.2, and
the partially-distributed computer architecture, Figure A.5, match. With
this combination the calculations for the local control loops are made at
the distributed nodes and relieve the central node of computation.

The cabin node is assumed to handle the case were the central node
fails, as in section A.6.3. This is done by reconfiguration and handling
of the critical functionality, i.e., the basic brake functionality, where the
brake pressure actuators shall be provided with set values from the cabin
node instead of the central node.

In this system all information is no longer available on the bus. How-
ever, some messages are assumed to be needed by other nodes. These
messages have been indicated with “node ext.”. This combination also
introduce a new set of messages. They arise since the control is divided
into a central controller and a number of local controllers. The data in
the interface between them is sent via the bus, see Figure A.2. From
the central controller, data are sent as set points for the local controllers
located in the distributed nodes. In the other direction, necessary sensor
data are sent.

Simplex System

In Table A.20 the bandwidth for the simplex system is calculated. Node
internal data are indicated with a zero in the “bandwidth” column.

In this table can we see that data sent between the central controller
and the local controllers are similar to the central strategy case in Ta-

ble A.17.

Duplex System

In the duplex system only the cabin node with the pedal sensors are
duplicated since it will handle the critical functionality if the central node
fails. In order to keep the duplicated nodes in the same state and ensure
that they send the same data to nodes they will agree on transmitted
information. This is handled the same way as with the central control
together with a partially-distributed architecture, see section A.6.3.

In Table A.21 the bandwidth for the duplex system is calculated. The
bandwidth requirements for most nodes are similar to the simplex case
and therefore only changes are specified.

In this duplex configuration, we have a considerable increase in re-
quired data exchange compared to the simplex case, due to the duplex
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Sensors bits | # | Tot. | Hz |Bits/sec
Central node

Vehicle speed, (Virtual sensor) 16 | 1] 16 50 800
Engine torque setpoint 16 | 1] 16 20 320
Retarder setpoint 16 | 1] 16 20 320
Engine brake setpoint 16 [ 1] 16 | 100 1600
Brake pressure setpoint x 6 16 | 6| 96 | 100 9600
Rear wheel steering setpoint 16 | 6] 96 | 20 1920
Total number bits 14560
Cabin node

Brake pedal sensor 16 | 1] 16 | 100 1600
Steering wheel sensor 16 | 1] 16 20 320
Accelerator pedal sensor 16 | 1] 16 20 320
Gear selection sensor 8 |1 8 10 80
Total number bits 2320
Sensor node

Sensor for lateral acceleration 16 | 1] 16 10 160
Yaw rate sensors 16 | 1] 16 10 160
Articulation angle 16| 1] 16 10 160
Total number bits 480
Engine node

Engine Torque sensor (node int.) 16 [ 1] 16 | 100 0
Engine Torque sensor (node ext.) 16 | 1] 16 10 160
Engine rpm sensor (node int.) 16 [ 1] 16 | 100 0
Engine rpm sensor (node ext.) 16 | 1] 16 10 160
Engine torque actuator 16 | 1] 16 | 100 0
Retarder actuator (Hydraulic) 16 [ 1] 16 | 100 0
Retarder actuator (Electro magnetic) 16 [ 1] 16 | 100 0
Engine brake actuator 16 | 1] 16 | 100 0
Total number of sensor data 320
Wheel nodes x 6

Wheel speed sensors 16 | 6 | 96 50 4800
Brake pressure actuator 16 [ 1] 16 | 100 0
Rear Wheel steering actuator x 4 (four RW) 16 | 4] 64 | 20 0
Trailer brake pressure sensor* 16| 1] 16 50 800
Trailer brake pressure actuator x 1 16 | 1] 16 | 100 0
Total number of sensor data 5600
Total required bandwidth 23280
Max frequency | 100

Figure A.20: Bandwidth requirement configuration with Mixed Control
and Partially-Distributer computer architecture

cabin node and the consistency requirement among the replicas of the
cabin node. It is though considerably less than for the redundant central
system A.6.2. For this configuration the effects of the duplex nodes and
consistency requirements are not as big since there are not that much
data that must be agreed upon.
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Sensors bits | # | Tot. | Hz |Bits/sec
Cabin node x 2 (RD messages)

Brake pedal sensor 16 [ 4| 64 | 100 6400
Steering wheel sensor 16 [ 4] 64 | 20 1280
Accelerator pedal sensor 16 (4] 64| 20 1280
Gear selection sensor 8 14]32] 10 320
Total number bits 9280
Central node 14560
Sensor node 480
Engine node 320
Wheel nodes x 6 5600
Total required bandwidth 30240
Max frequency | 100

Figure A.21: Bandwidth requirement, configuration with Mixed Control
and Partially-Distributer computer architecture and redundancy.

Fault Scenarios

With this situation we have a similar situation as with the configuration
with central control and a partially-distributed architecture A.6.3. The
cabin node will have the possibility to reconfigure and run critical func-
tionality in case of a failure of the central node. However, the design
complexity for achieving this will be less compared to the central con-
trol case (with partially distributed computers), since the mixed control
already have distributed some functionality that can be “reused”. The
complexity of the software part of the system can thereby be reduced com-
pared to the configuration with central control and a partially-distributed
architecture. The outage time requirement will not be changed. This will
require the same fast error detection of a failed central node.

Considering the duplex configuration, we have lower availability of the
total functionality compared to a central configuration with duplicated
nodes, since the central node is simplex in this configuration. Further-
more, we have the same requirement as with the central-control /partially-
distributed configurations considering fail-silent cabin-nodes, and that the
other nodes should be fail-safe.

The reintegration cost of state exchange between replicas in the duplex
system is assumed to be less than the centralized-control/central archi-
tecture configuration. The necessary information exchange between the
replicas is the state information for the local loops of the mixed control.

It is likely that a mixed-control solution will provide the system with a
higher robustness to transient failures. When the local loops are spread to
the distributed-nodes, the local loops have a better possibility to handle
situations, such as lost samples, compared to a central system. This can
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be done by estimating the lost sample based on the application knowledge.
This functionality is normally included in the local loops at control design.
Similar behavior could be used in a system with central control, but addi-
tional complexity would be needed at the “intelligent” sensors/actuators.
This is also an area for further studies.

A.6.7 Mixed Control with Fully-Distributed Computer

This combination may be interesting. With this solution we assume that
the central controller is distributed to all nodes. This means that each
node runs an own copy of the central controller in addition to the local
controller. The least necessary information transfer will be the same as
for a configuration with mixed-control/partially-distributed architecture.
Since this configuration has no central node, it would require one of the
distributed nodes to send the required set-points.

The big advantage of this solution would be if each node distributes
its copy of the set points for the local controllers. This results in a high
degree of redundancy but will increase the bandwidth significantly. This
is also the solution chosen in [ATJ99]. However, compared to a Flight
Control system, a truck is a fairly flexible system where additional nodes
should be possible to add. This combined with the increased bandwidth
required, makes us consider this combination unsuitable for our purposes.

A.6.8 Local Control with Central Computer
This combination is not meaningful, since the concept of one central com-
puter node dose not fit the concept of a number of local controllers.

A.6.9 Local Control with Partially-Distributed Computer

See section A.6.8.

A.6.10 Local Control with Fully-Distributed Computer

In the last combination we have a number of local controllers running
on a number of distributed nodes. The local controllers only exchange
necessary information. In this case there is no central node. The cabin
node is the critical node and thus duplicated, since it has the pedal sensors
connected.

Simplex System

In Table A.22 the bandwidth for the simplex system is calculated. Node
internal data are indicated with a zero in the “bandwidth” column. The
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table shows that the bandwidth required is considerably less compared
to the central-control /centralized-computer combination. In this config-
uration a number of sensor values are not necessary to be transmitted. A
number of sensor values have been divided into node internal and node ex-
ternal. Node internal data are used for fast internal loops. Node external
data can be transferred with a lower frequency. The bandwidth difference
between this configuration and the mixed-control/partially-distributed
configuration comes from the fact that in the later configuration set-point
values are sent from the central-node/mixed-controller.

Sensors bits | # |Tot.| Hz |Bits/sec
Cabin node

Brake pedal sensor 16 | 1] 16 | 100 1600
Steering wheel sensor 16 [ 1|16 | 20 320
Accelerator pedal sensor 16 [ 1|16 | 20 320
Gear selection sensor 8 1] 8 10 80
Total number bits 2320
Sensor node

Sensor for lateral acceleration 16 |1]16| 10 160
Yaw rate sensors 16 [ 1] 16 10 160
Articulation angle 16 [1]16] 10 160
Total number bits 480
Engin node

Engine Torque sensor (node int.) 16 | 1| 16 | 100 0
Engine Torque sensor (node ext.) 16 [ 1] 16| 10 160
Engine rpm sensor (node int.) 16 [ 1| 16 | 100 0
Engine rpm sensor (node ext.) 16 [ 1|16 ] 10 160
Engine torque actuator 16 | 1| 16 | 100 0
Retarder actuator (Hydraulic) 16 | 1| 16| 100 0
Retarder actuator (Electro magnetic) 16 | 1| 16| 100 0
Engine brake actuator 16 | 1] 16 | 100 0
Total number of sensor data 320
‘Wheel nodes x 6

Wheel speed sensors 16 |6]96 | 50 4800
Brake pressure actuator 16 | 1] 16 | 100 0
Rear Wheel steering actuator x 4 (four RW) 16 [4] 64| 20 0
Trailer brake pressure sensor* 16 [ 1|16 | 50 800
Trailer brake pressure actuator x 1 16 [ 1] 16 | 100 0
Total number of sensor data 5600
Total required bandwidth 8720
Max frequency | 100

Figure A.22: Bandwidth requirement, simplex configuration with Local
Control together with a Fully-Distributed computer architecture.
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Duplex System

In Table A.23 the bandwidth is calculated for the configuration with
local control and a fully-distributed architecture. In the table we see
that this configuration has a very low bandwidth requirement since a
minimal amount of data must be transmitted. The information exchange
needed to ensure consistency also becomes low for the same reason. As in
the simplex case, the bandwidth difference between this configuration and
the mixed-control/partially-distributed configuration comes from the fact
that in the later configuration set-point values are sent from the central-
node/mixed-controller.

Sensors bits # Hz  |[Bits/sec
Cabin node x 2 (RD messages)

Brake pedal sensor 16 4 100 6400
Steering wheel sensor 16 4 20 1280
Accelerator pedal sensor 16 4 20 1280
Gear selection sensor 8 4 10 320
Total number bits 9280
Sensor node 480
Engin node 320
‘Wheel nodes x 6 5600
Total required bandwidth 15200
Max frequency | 100

Figure A.23: Bandwidth requirement, configuration with Local Control
together with a Distributer computer architecture and a duplex node.

Fault Scenarios

This configuration has no central node. Thus, the total functionality can
be more robust, since the loss of one node might only affect a limited part
of the total functionality. In a simplex configuration the cabin node is
vital for the critical functionality, since it has the pedal sensor. To avoid
this single point of failure, it is recommendable to use a duplicated cabin
node. Together with a duplex bus this will avoid a single point of error.

This solution will not need any reconfiguration in case of a failure. The
working nodes will continue as normal. This requires that the receivers
of data from the duplicated node, i.e., the replicas, can distinguish data
from correct and faulty replicas. This reintroduces the requirement of
fail-silence on the replicas of the cabin node. The requirement, on the
other nodes, of fail safe behavior is still valid.

We have reduced the complexity of system software considerably when
reconfiguration can be removed. For reconfiguration we need at least two



136 Appendix A

software parts: The first when working under normal conditions and the
other after the reconfiguration. The reconfiguration is critical since it
comes in a situation where something already has gone wrong. Consider-
able efforts must be spent to ensure that the reconfiguration “always” will
work, and similarly with the software that run after a reconfiguration. It
is therefore beneficial to avoid reconfigurations and to run only a single
well verified program.

The local-controllers will most probably be more complex than con-
trollers based on centralized or mixed control architecture. This is how-
ever a question for further investigation.

The handling of transient errors is robust as for the system with mixed
control. With local control each node has a greater “knowledge” of the
system behavior, which can be used for better estimation of for example
lost samples.

A.7 Summary and Conclusions

In this chapter we will summarize and conclude our reliability analysis
and bandwidth study. We start by giving a short summary of the different
configurations and their main features in Table A.8.

In Table A.3 a summary of the reliability results can be seen. Here
we can conclude that we have a small difference in the reliability con-
cerning the total yaw rate control function. The centralized system has
a little higher reliability of the total functionality. The advantage of the
central architecture comes from the fact that it only has one complex
node and a number very simple “sensor nodes”. If the complexity of the
distributed nodes is decreased the differences between the central and the
fully-distributed solutions will decrease.

When only considering the critical functionality the partially-
distributed architecture has the highest reliability. The gap to the fully
distributed architecture is however not big. The difference comes from
the higher complexity of the nodes in a fully-distributed system. In the
central system the complexity of the central node is the reason for its less
reliable behavior.

From the sensitivity analysis, we can note the value of keeping the
node complexity low, especially nodes that are critical and will be dupli-
cated. This is an incentive to keep complexity low on nodes that will be
redundant.

Another important factor to consider, is the effect of the error de-
tection coverage. With a high coverage there is a small probability that
one replica of a redundant node will fail in such a way that it brings the
system down. This can happen if, e.g, the fail silent property is violated
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and faulty data is propagating throughout the system. Table A.3 clearly
show the effect and importance of the coverage for the duplex system.

The bandwidth requirements are summarized in Figure A.24. The
combination with local control and a fully-distributed architecture clearly
has the lowest communication bandwidth requirements, both for a sim-
plex and duplex system. Indication of low bandwidth requirements for a
fully-distributed solution can be found in other reports, such as for ex-
ample [L6n99b|. This combination clearly minimizes the necessary infor-
mation exchange and most likely also the overhead to ensure consistency.
The reason for this is the local control that can handle all local loops and
at the same time minimize sensor value exchange between nodes.

The configuration with central control and a central architecture is the
combination which require most information exchange. The central ar-
chitecture requires all sensor and actuator data to be transferred to/from
the computer node, see Figure A.7.

Combination Simplex Duplex
Central Control with a Central Arch. 23280 57680
Central Control with Half Dist. Arch. 23280 29440
Mixed Control with Half Dist. Arch. 23280 30240
Autonomous Control with a Dist. Arch . 8720 15680

Figure A.24: Bandwidth requirement, for the different configurations.

A short discussion about fault scenarios for the different configura-
tions is included in this report. They will not be summarized here, but
a few important comments will be made. There is a cost associated with
the re-integration of a replica in a duplex configuration. This will affect
the possibility to schedule the communication since “integration state”
data must be sent within a reasonable time. The communication sched-
ule must consider this and reserve enough communication bandwidth such
that re-integration is possible. The necessary state information transfer is
dependent on the application. Most probably the necessary state trans-
fer is related to the complexity of the applications running on a node,
a central control with a central architecture will require a lot of infor-
mation exchange at reintegration. This will further add to this config-
urations high communication bandwidth. The partially-distributed and
distributed systems will have the lower communication overhead for re-
integration for each node since they will contain smaller state. Since
the nodes that are duplicated in the partially-distributed and distributed
systems contains a smaller state (they are less complex) compared to the
central node they will require a smaller state transfer in case of reinte-
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gration. This do not include the configuration with central control and
a partially-distributed architecture where almost no work is done at the
“distributed” nodes.

The membership agreement service has been discussed and is neces-
sary in for example the partially-distributed system. However, this service
will probably be required by the control application, e.g., to adapt to the
loss of wheel brake actuator. This is an area of further research, and will
be investigated in the control-system report.

One drawback with the partially-distributed architecture is the recon-
figuration, which is necessary if the central node fails. This adds to the
complexity both during runtime and during scheduling. This reconfig-
uration complexity could be traded with an duplex central node, which
instead would increase hardware and communication cost.

The robustness to transient faults is an important issue and may
be affected by the control strategy. The distributed nodes of a mixed-
control /partially-distributed architecture have more application informa-
tion. This knowledge can be used when a transient error occur, to tolerate
or estimate the correct state. One example can be a lost sample which can
be estimated and thus tolerated. The local control/distributed architec-
ture has even more application information to use. How good this could
be will need further investigation, and will to some extent be studied
within the continuation of the project.

Considering all the facts so far, we have two configurations that
we consider very applicable in this type of distributed control, (1)
a duplex system with a configuration with local-control and a fully-
distributed computer architecture, and (2) a duplex configuration with
mixed-control and a partially-distributed computer architecture. Even
though the communication bandwidth is considerable less in local-
control/fully-distributed, the final implementation may benefit the mixed-
control/partially-distributed configuration. The intention is to further
evaluate these configuration when the control design is finished and can
be put in these environments. Below follows a summary of the main
benefits and reasons to choose these configurations:

Duplex A duplicated system will be necessary to achieve sufficient relia-
bility and to avoid single point of failures. Even though we can not
trust the exact figures of the reliability analysis, they give a strong
hint that a simplex system is not enough. Furthermore, a single
point of error is hardly tolerated.

local-control/fully-distributed 1. This combination has the lowest
bandwidth by far of all duplex systems.
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2. The fully-distributed architecture does not require reconfigu-
ration after a fault and it has only slightly lower reliability
than the partially-distributed architecture. Furthermore, each
node have application knowledge which can be used to tolerate
transient faults, e.g., lost samples.

mixed-control/partially-distributed 1. This configuration has the
highest reliability figures.

2. The development of mixed-control is closer to existing and well
known control development methods used today, which results
in better chances of reuse of both control applications and
development methods.

These configurations will be further investigated and evaluated within
this project when more is known about the control solution.
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B.1

Abbreviations

AYC - Active yaw-control.
ARC - Active roll-control.
ABS - Anti-locking brake system.

TRC - Traction control, other existing abbreviations are ATC and
TCS.

VDC - Vehicle dynamics control, consists of AYC, ARC, ABS, and
TRC.

RWS - Rear wheel steering.

EBS - Electronic brake system, consists of electronically controlled
ABS and TRC.

ESP - Electronic stability program, relies on EBS, and implements
VDC. Please note the difference in our interpretation of VDC and
ESP.

EMS - Electronic engine system.

ECS - Electronic air cushion system. Controls the heigth of the
vehicle.

TCE - Trailer control ECU. A gateway to the semi-trailer.
ROP - Roll over protection.

VECE - Main vehicle computer.
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e Total functionality - Refers to a fully functioning yaw-control sys-
tem.

e Critical functionality - Refers to a degraded mode where at least
the basic brakes are working.
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B.2 Failure Rates

In this part the failure rates of the different components are derived from
the MIL-HDBK-217 standard. The different components are listed and
data used to extract the failure rate for each specific component are de-
scribed. Below follows a short description of the different components in
the failure rate calculations. Further information can be found in MIL-
HNDBK [MIL92].

A computer node will consist of the components in fig B.1, which are
the integrated circuits for power supply, bus interface, bus driver and the
microprocessor. This picture also describes the internal components of
sensors and actuators connected directly to the bus.

Internal
Central node
structure Internal Sensor and
Actuator Structure
pp with 'Sénsor | Actuator
memory ctuato

Interface Interface

‘ Bus interface ‘

Bus Driver

Figure B.1: The internal components of computer nodes and sensors and
actuators connected to the bus.

The microprocessors will be a bit different depending on the computer
architecture selected. A central node handling all calculations must be
more powerful than a node in a distributed system where computations
are spread among a number of nodes. Thus we have three different mi-
croprocessors for which we calculate the failure-rate. The difference will
be the complexity of the chip.

This list will give a short description of the constants which will be
used in the failure rate calculation.

C1 is a complexity factor, dependent on complexity of the integrated
circuit.

7w is a temperature factor, dependent on semiconductor process and
working temperature. It also dependent of the maximum junction
temperature 7T}.
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C2 is a complexity factor dependent on the complexity of the packaging.

mg is a environmental factor dependent on the components working en-
vironment.

7o is the quality factor, and is dependent on the amount of testing done
on the component after production, i.e., the screening level.

m, is the learning factor, indicates the confidence in the manufacturing
process. Components from new and unproven manufacturing pro-
cesses are given low confides, i.e., m;, = 10, otherwise w;, = 1. We
assume that components used in these type of application will use
standard components, which have been in production for a while.
Thus 77, = 1 are assumed.

B.2.1 Microprocessor in a Central Node
The failure rate is derived from the formula:
\up = (Clop + C2 1) 7 g x 1070 = 1.0 x 107° failures/hour (B.1)

The following values on the constants have been used.

C1 = 0.56 (a 32 bits Mos processor)

mr = 1.1 (Digital, Mos, Tj = 90" C)

C2 = 0.097 (for 224 pins, hermetic DIPs)

mp = 4.0 (Environmental factor, Gj; (Ground mobile))

7o = 10 (Other commercial or unknown screening levels)

7, = 1 (Learning factor)

B.2.2 Microprocessor in Partially-Distributed Nodes

The failure rate is derived from the formula:

Aup2 = (Clop 4+ C2m,) 7 mg X 1075 = 2.82 x 107 failures/hour
(B.2)
The following values on the constants have been used.

C1 = 0.14 (16 bits, Mos processor)
mr = 1.1 (Digital, Mos, Tj = 90" C)

C2 = 0.032 (for 80 pins, hermetic DIPs)
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nr = 4.0 (Environmental factor, Gjs (Ground mobile))
7o = 10 (Other commercial or unknown screening levels)

mr, = 1 (Learning factor)

B.2.3 Microprocessor in Fully-Distributed Nodes

The failure rate is derived from the formula:
\up3 = (Clap + C2m,) mpmo x 1070 = 5.2 x 107° failures/hour (B.3)

The following values on the constants have been used.

C1 = 0.28 (a 16 bits Mos processor)

mr = 1.1 (Digital, Mos, Tj = 90" C)

C2 = 0.053 (for 128 pins, hermetic DIPs)

mp = 4.0 (Environmental factor, Gj; (Ground mobile))

mg = 10 (Other commercial or unknown screening levels)

mr, = 1 (Learning factor)

B.2.4 Communication Interface

The failure rate is derived from the formula:
Aor = (Clar + C2m,) mpmo x 1070 = 3.48 x 107° failures/hour (B.4)

The following values on the constants have been used.

C1 = 0.2 (Mos, 30 000 gates, Digital)

7 = 1.1 (Digital, Mos, T; = 90" C)

C2 = 0.032 (for 80 pins, hermetic DIPs)

mr = 4.0 (Environmental factor, Gjs (Ground mobile))

g = 10 (Other commercial or unknown screening levels)

7w, = 1 (Learning factor)
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B.2.5 Power IC

The failure rate is derived from the formula:

Aprc = (Clar + C2x,.) mpmg x 107 = 2.21 x 1076 failures/hour
(B.5)
The following values on the constants have been used.

C1 = 0.02 (Mos, 300 gates, Linear)

mr = 9.3 (Linear, Mos, T; = 90° C)

C2 = 0.0087 (for 24 pins, hermetic DIPs)

mp = 4.0 (Environmental factor, Gj; (Ground mobile))
g = 10 (Other commercial or unknown screening levels)

7w, = 1 (Learning factor)

B.2.6 Bus Driver
The failure rate is derived from the formula:
Agp = (Cl7r 4+ C27.) 7 g x 1078 = 1.1 x 107 failures/hour (B.6)

The following values on the constants have been used.

C1 = 0.01 (Mos,Linear)

7 = 9.3 (Linear, Mos, 7 = 90" C)

C2 = 0.0041 (for 24 pins, hermetic DIPs)

mr = 4.0 (Environmental factor, Gjs (Ground mobile))

7o = 10 (Other commercial or unknown screening levels)

7w, = 1 (Learning factor)

B.2.7 Bus Connections

For the failure rate of the bus connection, the least expensive materials
are assumed. Insert Material D, ambient temperature 90° C for (\;). Ma-
tining/unmating factor 0 to 0.05 per 1000h (for A\x). Aktive pinfactor is
6 (for m,) Environmental factor is Gy (for ground vehicles), not military
standard (for 7).

Ay = 0.033
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A = 1.0
mp = 2.0
TE =21

Aeon = Te Tp Ap A x 1079 = 1.39 x 1076 (B.7)

Normally a failure in the bus connection only affects the one node,
i.e., the node where the failed bus connector is attached. However, in rare
cases it may affect the whole bus in which case it will make the bus useless
for all nodes. MIL-HNDBK does not give any figures for this but it has
been estimated that the failure rate is a factor 10 less than the normal bus
connection failure rate a. This is probably a pessimistic estimate. This
means that the failure rate for a bus is related to the existent number of
connection to the bus. This gives us for a system with n nodes:

1 Acon

)\us:
b 10

B.2.8 Sensors and Actuators

The MIL-HNDBK does not cover failure rates for sensors and actua-
tors since they are too specific in nature. Thus, we have been forced to
make assumptions about the failure rate for the sensors and actuators.
However, in order to see the impact of these failure rate most of the cal-
culations have been made with failure rates from as low as 1079 to very
high 100 x 1076,

The failure rate for sensors A\ are assumed to be the same as the
failure rate for the actuators )\, through out this report, i.e., As = A,
B.2.9 Sensor and Actuator Communication Interface

The failure rate are derived from the formula:
Mot = (Clop + C27,) g x 1070 = 1.48 x 107° (B.8)
The following values on the constants have been used.
C1 = 0.08 (Mos, 10 000 gates, Digital)
7 = 1.1 (Digital, Mos, T; = 90" C)
C2 = 0.015 (for 40 pins, hermetic DIPs)

mr = 4.0 (Environmental factor, Gjs (Ground mobile))
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g = 10 (Other commercial or unknown screening levels)

7, = 1 (Learning factor)
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B.3 Reliability Calculations

B.3.1 Central System
Simplex Configuration

The Central node

The failure rate and reliability for the computer node in the central
system is shown in (B.9) and (B.10), where the different values can be
found in Appendix B.2. The configuration of the node is shown in Fig-
ure B.1, it consist of a microprocessor, power unit, bus interface and a
bus driver.

)\simple:rnode = ABD + )\C’I + )\PIC + )\uP + )\con =182 x 10_5 (BQ)

Renode = e_t()\BD+)\CI+)‘PIC+)\NP+)\con) (B.10)
The reliability will be calculated for an hour throughout this report.
Then we get the reliability of the Central node to:

Renode = 0.999982

This reliability also considers bus failures. However, it does not in-
clude bus failures that affect other node’s possibility to communicate on
the bus. Failures that eliminate bus communication will be treated in the
next section.

The Bus

In this part we will estimate reliability of the bus connections. More
specifically we consider failure mode that affect the whole bus. For ex-
ample short circuit of the bus, which prohibits any bus communication.
Since the unreliability originates from the bus connection, the reliability
will be dependent on the number of connections on the bus.

The MIL-HNDBK does not support this division of the reliability
of connectors. Therefor, the failure rate of connections that affects the
whole bus will be estimated. .., is the failure rate of one connection.
The failure rate of the part affecting the whole bus, Apys, is estimated to
one tenth of A.,. See also section B.2.7.

The bus will have 17 units connected to it. Further more we assume
that in this system an additional number of nodes will be connected to the
same bus increasing the number of connection points to 40, i.e., additional
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23 connections. This will give us the number of bus connections n = 40.
This will result in failure rate of:

n >\con
)\bus T

10

The reliability for the bus in the central system is Rpys:

Rpys = €0 = 0.9999945

Sensors and Actuators

The failure rate for sensors and actuators is the same for all nodes and
is obtained from the sum of the failure rate from the sensor/actuator
and the bus connector. The failure fate and reliability of a sensor or an
actuator is thus:

)\sens = >\s + )\bC’I + >\con + >\BD (Bll)

Ry = R, = ¢ Neens (B.12)

Probability of System Failure for the Total Functionality of the
Central System

The probability of a system function with one central node, ten sensors
and six actuators is calculated here. These parts can be considered as a
series system, and we get the reliability as:

Res = Romode Rous RO RS = 0.999976 x ¢~ (6:3x 107716 ,)
The probability of loss of any system functionality is thus:
Qcs =1—Res

In Figure B.2 the probability of losing functionality in our yaw-control
system is plotted. The variable is the failure-rate of the sensors and
actuators, i.e., As and A, the failure

Probability of System Failure for the Critical Functionality

Here the probability of loss critical parts of the system function will be
calculated. The critical parts that are required are the central node and
brake pedal sensors and two brake actuators. One brake actuator on each
side of the truck must be functional for the system to be considered work-
ing, i.e., have at least minimal braking performance. Thus the reliability
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Central System, Full Functionality

Qcgx107*

0 10 20 30 40
As/Aa x 107

Figure B.2: The probability for losing any functionality of the central
system.

of brake nodes one side is, i.e., the probability that one of three brake
actuator is working:

Roneside =1- (1 - Ra)3 (Blg)

R, is the brake actuator (see equation (B.12) for explanation). Then
the reliability for the critical parts of the system can be calculated. The
critical parts are the central node, bus, brake pedal sensor, and at least
one actuator node at each side. Thus we get the reliability RCs, and the
probability of critical failure QC,;s .

RCcs = RCnode Rbus Rs (Roneside)2

3 2
QCes = 1 — RCey = 1 — 0.999972 x & ((1 ~ 0.999996 x e*)" — 1)

In Figure B.3 the probability of losing critical functionality per hour
is plotted. As variable the failure rate for sensors and actuators are varied
from 1075 to 40 x 1075.

Redundant System

By study the reliability of “one brake on each side working” we find
that we get a very high reliability for that part, e.g., 5 x 10~ for
As = 10 x 1075, Then we can conclude that the brake pressure actu-
ators have little impact on the system unreliability, since they have an
inherent redundancy. However, we can easily improve the system reli-
ability by duplication of the central node, the bus and the brake-pedal
sensor. For the central node we have to consider what will happen if one
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Central System, Critical Functionality

30

As/As  x107°

Figure B.3: The probability of losing the critical functionality of the
central system.

node fails. A node is considered to fail in two ways, (1) the node fails
but will not disturb the operation of the fault free part of the system.
(2) The nod fails in such a way that required functionality is not upheld.
To achieve Fault containment or Fail-Silence the system must be able to
detect and handle the faults, e.g., be silent in the case of a fault. The
coverage of the necessary error detection mechanisms is important and
will affect the system reliability. In this system we assume that we have a
coverage (C) between 0.99 and 0.999. This is high but we will by varying
C to see the importance of the coverage C. Considerable efforts must be
used to ensure a high coverage.

By Markov modeling we get the following result. P; (¢) the probability
for being in a state where both nodes work. P (t) is the probability
of being in a state where one node is faulty and finally Pp (t) is the
probability of a system failure. C is the coverage.

Pj(t) = -2 Py(t)

Pl(t)= 2CXP(t)— (APi(t))

Pp(t) = XPi(t) +2(1 — C)AP(t)
Thus, the equation system in (B.14) follows.

Pi(t) 2\ 0 0 Py(t)
Pl | = 20X  —x 0 |-| P (B.14)
Ph(t) 2(1—C)A A 0 Pp(t)

To solve this differential equation system we Laplace transform the
equation system. After which we get
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1
Py(s) 203+2/\20

P =1 w0 w8 (5.15)
PF(S s SFA S+2 )\

Inverse transform of (B.15) gives:

Pg(t) e 2tA
Pit) | = —2Ce 22 20t (B.16)
Pr(t) 1+(2C—1)e2tA 4 2Ce A

Thus the probability for loss of the central node is Pr(t). Which we
get using Agimpleznode from equation (B.9). This gives a reliability of the
central nodes for one hour of Rgypcnode = 1+ Pr(1). Then the reliability
is:

RaupCnode = 0.999963 + C'3.64 x 107°

Where C is the coverage of the fault detection.

We will here assume that we use three pedal sensors. For these three
sensors we assume that they do not fail in a way that affect the other
sensors. However, we assume that we need two of the three sensors for
correct operation. The reliability of a 2 - of - 3 system is (with indepen-
dent components with the same reliability R) 3 R? —2 R?. For one sensor
the failure rate was calculated in (B.11), that is Asens and the reliability
from (B.12). Then we get the reliability of the Pedal in equation

Raupps = 3 R® — 2 R? = 2.999983 ¢ 2%+ — 1.999983 x 3%+ (B.17)
The reliability of the double bus is:
RdupBus =1- (1 - Rbus)2

The reliability for the brake pressure nodes, where one of three node
on each side is required to work, is:

Rawpe = (1- (1~ Ro)*)’

For the brake pressure actuators we have the same as in equation
(B.13), that is A2 ;.. Then the reliability for the central system, the
pedal sensors, the double bus, and the brake pressure actuators are used

to calculate the reliability of the critical part of the system.

RdupC = Rduanode RdupPS RRdupB us RdupB P (B . 18)
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The probability for system faulure per hour is thus:

Qmp=1—lﬁwc=(Q%N%%+347x1050>

(3 o5 T3x1070-2X; _ 9 ,—8.60x1070-3 /\S>

(1 _ (1 _ 6—2.87><106As)3>2 (B.19)

Where A; is the failure rate for the sensors and actuators and C is the
coverage. By varying A; and C we get the following 3D graph.

3x10”’
210" 0.998
1x1077
0.996
0.00001 0.9€4 coverage
0.00002 0 992
Ag failure rate0.00003

0.00004-99

Figure B.4: The probability for losing the critical functionality of the
central duplex system.

B.3.2 Partially-Distributed System
Simplex

In Figure B.5 we can the system configuration for the partially-distributed
system.
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In this system the Central Node has the same reliability as in the
central system, see equation (B.10).

Central
node

Figure B.5: The partially-distributed system configuration.

The bus will have fewer connections since the sensors and actuators
are not connected directly to the node. In the partially-distributed system
we assume that additional sensors and actuators are connected to existing
distributed nodes or possibly the central node. Thus we will have a total
of 9 bus connections, i.e., n = 9.

n ACOTL
10
R Dius = € MPbus = ().9999988

The distributed nodes, i.e., nodes with sensors and actuators con-
nected are the following. T'wo nodes with two sensors connected. Which
have the following failure rate, the node with yaw rate and lateral veloc-
ity sensors and the node with steering wheel sensor and brake pedal has
A Dylo and A pswhp per hour. Which are.

AHDbus =

AHDylv = AHDswbp = AuP2 + AP1c + Acr + ABD + Acon + 2 As

For the six wheel nodes with a wheel velocity sensor and a brake pressure
actuator connected Agpywpp as failure rate.

AHDwobp = AuP2 + Aprc + Acr + ABD + Acon + 2 s

The we can get the System reliability for the total functionality
from these components in a series system.

6
Rha = Romode RH Dbus e MHDylv o~ AHDswbp (e—AHDwubp) _

0.999893 x ¢~ 162
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The probability of loss of functionality per hour is thus:
Qna =1— Rpg
In Figure B.6 we see the probability of loss of functionality when the

failure rate for sensors and actuators, i.e., Ay and )., is ranging 1076 to
40 x 1076,

Critical Functionality

Half Dist. system, full functionality

Qnhax107?
o o o o

o K N W > U1 o I

0 10 20 30 40
)&s><10’6

Figure B.6: The probability of losing any functionality in the partially-
distributed system

When calculating the probability of loss of Critical functionality we
only need the brake pedal sensor and one brake pressure actuator on each
side of the vehicle, the processing power for only the brake functionality
is sufficient in the distributed nodes and will not requre the Central node.
For the pedal sensor node, we have a failure rate and a reliability of (HDC
= Partially-Distributed Critical System):

AHDCpedal = AuP2 + Ap1c + Acr + ABD + Acon + As

RHDCpedal = e_AHDCpﬁdal

For the wheel nodes with brake presssure actuator:

AHDCbrake = AuP2 + Ap1c + Acr + ABD + Acon + Aa

RUDCbrake = € PCvreke
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We have a parallel system on each side where at least one of the
actuator node must be functional for acceptable behavior. Thus, the
reliability that at least one brake node at one side is working is Ry pcside-

RHDC’side =1- (1 - RHDC’brake)3

The total reliability for the critical functionality is (serie system with
bus, pedal node, 2*brake pressure act.):

2
Rupc = Rupbus RHEDCpedal R poside

The probability for system failure is Qcgp:
3 2
Qupc = 1—Rype = 1—-0.999986 x ¢ s ((1 — 0.999987 x ™) — 1)

The probability of losing critical functionality when A\, and A4 is 1076
to 40 x 1075.

Half Dist. system, Critical functionality

50

40

Qcnax10°°
w
o

20

0 10 20 30 40
Agx107°

Figure B.7: The probability of losing critical functionality in the partially-
distributed system

Partially-Distributed, Duplex

Only the critical part of the partially-distributed system will be dupli-
cated when we increase the dependability of this system. The system
part that will be duplex is the bus, the node with the pedal sensors con-
nected and the brake actuator nodes we will take advantage of the fact
that there already is an inherent redundancy for those nodes. For this
node we will have these same Markov model as for the central node in
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the central system. Thus we have a coverage C for detecting failures in
this case also. The probability of failure per hour is for the pedal node:

Prt) =1+ (2C —1)e 2A 420 A (B.20)
The failure rate of the pedal node is:
ApedalHDD = A\upP2 + Aprc + Acr + ABD + Acon

Reliability for pedal node in the Partially-Distributed Duplex (HDD)
system Rpeqairrpp = 1 — Pp(1) with A in equation (B.20) as A\pedaitrpD-

We will again assume that we have three pedal sensors. These sen-
sors are connected to both pedal nodes. They do not fail in a way that
affect the other sensors. However, we assume that we need two of three
sensors for correct operation. The reliability of a 2-of-3 system is (with
independent components with the same reliability R) 3 R? — 2 R3.

—2 A —3
RsensorsHpD = 3 € *—2e *

For the duplex bus we have:
Rpustiop =1 — (1 — Rippus)’

Finally for the brake pressure actuators we have the same as with the
central system:

2
RprakeActHDD = Rypeside

The reliability for the system is finally a serie system of: the pedal
sensors - the pedal node - the bus - the actuators.

Rupp = RsensorstDD Rpedaiti D RBusHDD RBrakeHDD

The probability for system failure per hour is thus:

Qupp =1—Rpypp=1-— (0.999975 4251 x 10—5)
(3 e—2Xs _ 9,3 AS)

(1 B (1 B 6—2.966><106—>\5>3>2

In Figure B.8 the probability of system failure is shown when varying
As and C,
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Figure B.8: The probability for losing the critical functionality of the
partially-distributed duplex system.

B.3.3 Distributed System
Simplex

In Figure B.9 we show the system configuration for the fully-distributed
system. In this system there is no Central Node.

The bus will almost have the same amount of connections as the
partially-distributed system, except the Central node. In the distribute
system we assume that additional sensors and actuators are connected to
existing distributed nodes. Thus we will have a total of 8 bus connections,
ie., n=_~8.

n Acon

10

ADSbus =

Rpgpus = € PStus = (0.9999989

The distributed nodes, i.e., nodes with sensors and actuators con-
nected are the following. Two nodes with two sensors connected. They
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6 x (One per Wheel)

Figure B.9: The fully-distributed system configuration.

have the following failure rate, the node with yaw rate and lateral veloc-
ity sensors and the node with steering wheel sensor and brake pedal has
ADSyiv and Apgswhp, respectively, (per hour).

)\DSylv = )\Dstbp = )\,u,P3 + )\PIC + )\CI + ABD + Acon + 2 As

For the six wheel nodes with a wheel velocity sensor and a brake
pressure actuator connected Apgywppy as failure rate.

ADSwvbp = AupP3 + Aprc + Acr + ABD + Acon + As + g

The we can get the System reliability for the total functionality
from these components in a series system.

6
Rpg = Rpgpus ¢St - psun (= Apswmn )’ = 0.999934 x e~ 102
The probability of loss of functionality per hour is thus:

Qps =1—- Rpgs

And in Figure B.10 we see the probability of loss of functionality when
the failure rate for sensors and actuators, i.e., \s and A, is ranging 1076
to 40 x 107°.

Critical Functionality

Here we assume that the system only need the brake pedal sensor and
one brake pressure actuator on each side of the vehicle. For the pedal
sensor node in the Distributed Critical System (DCSpedal) we have:

ADCSpedal = AupP3 + Aprc + Aot + ABD + Acon + As



B.3 Reliability Calculations 161

Distributd system, full functionality

Qgx1073
o
<
(6]

0 20 40 60 80 100
)ts><10’6

Figure B.10: The probability of losing any functionality in the fully-
distributed system

RDCSpedal = e_ADCSpedal

For the wheel nodes with brake presssure actuator:

ADCSbrake = AupP3 + Aprc + Acr + ABD + Acon + Aa

RpOsbrake = € POSrake

We have a parallel system on each side where at least one of the
actuator node must be functional for accepteble behavior. Thus, the
reliability that at least one brake node at one side is working is Rpcgside-

Rpcsside = 1 — (1 = Rpcsprake)”

The total reliability for the critical functionality is (serie system with
bus, pedal node, 2*brake pressure act.):

2
Rpcs = Rpcvus Rpcspedal Bpesside

The probability for system failure is Qpcs:
3 2
Qpcs =1—Rpeg = 1—0.999982 x e~ ((1 —0.999984 x e_)‘5> — 1)

The probability of losing critical functionality when A )¢ is 1075 to
40 x 1079 is shown in Figure B.11.
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Distributd system, Critical functionality
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Figure B.11: The probability of losing critical functionality in the
partially-distributed system

Distributed, Duplex

With the duplex partially-distributed system we assume that we only
duplicate the critical part of the system. For the duplex system, which
will be very similar to the partially-distributed duplex case. Thus, it will
contain the bus and the node with the pedal sensors connected and at
least one actuator node at each side of the vehicle. For this node we
will have the same Markov model as for the central node in the central
system. Thus we have a coverage C for detecting failures in this case also.
For one hour we get the probability of failure for the pedal node of:

Pr(t) =1+ (2C —1) e 2A 420 A (B.21)
The failure rate of the pedal node is:

ApedalDDS = AupP3 + Apric + Aot + ABD + Acon

Reliability for pedal node in the fully-Distributed Duplex System
(DDS) Rpedaipps = 1 — Pp(1) with X in equation (B.21) as ApedaipDs-

We will again assume that we have three pedal sensors. These sen-
sors are connected to both pedal nodes. They do not fail in a way that
affect the other sensors. However, we assume that we need two of three
sensors for correct operation. The reliability of a 2-of-3 system is (with
independent components with the same reliability R) 3 R? — 2 R3.

Rsensorsbps = 3672)\5 -2 673 As

For the duplex bus we have:

RBuspps = 1 — (1 = Rpspus)”
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Finally for the brake pressure actuators we have the same as with the
central system:

2
RBrakeActDbDS = Roneside

The reliability for the system is finally a serie system of: the pedal
sensors - the pedal node - the bus - the actuators.

RDDS = RsensorsDDS X RpedalDDS X RBusDDS X RBrakeDDS
The probability for system failure per hour is thus:
@pps =1— Rpps =

1— (0.999967 13.29 x 10—5) (3 e 2% _ 26—3&)

(1 — (1 _ 62.866><106)\S)3)2

In Figure B.12 the probability of system failure is shown when varying
As and C.

x10
- 7 0.998
1x10
0.996
0.00001 0.984 coverage
0.00002 0.992
As failure rate0.00003

0.00008-99

Figure B.12: The probability for losing the critical functionality of the
Fully-Distributed duplex system.
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