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Abstract

Both the scale and the reach of computer systems and embedded devices have been constantly increasing over the last decade. As such computer systems become pervasive, our reliance on such systems increases, resulting in our expectation for such systems to continuously deliver services, even in the presence of faults, that is we expect the computer systems to be dependable. One way to ensure the continuous delivery of dependable services is replication, which however, is expensive, so we focus on the cheaper alternative, that of software-based fault tolerance.

There are different levels of fault tolerance that can be provided, for example masking fault tolerance, fail-safe fault tolerance etc. In this thesis, we focus on providing fail-safe fault tolerance. Intuitively, a fail-safe fault-tolerant program is one where it is acceptable for such a program to “halt” when faults occur, as long as it always remains in a “safe” state. Moreover, we endeavor to synthesize efficient fail-safe fault tolerance. We used two commonly-used criteria to assess the efficiency of a fail-safe fault-tolerant program, namely (i) error detection latency – or latency for short –, i.e., how fast can a fail-safe fault-tolerant program detect an erroneous state, and (ii) error detection coverage – or coverage for short, i.e., the ratio of “harmful” errors the program can detect.

In this thesis, we present a formal framework for the design of efficient fail-safe fault-tolerant program. The framework is based on a refined theory of detectors, which introduces novel insights into their working principles. We introduce the concept of a perfect detector, which allows a fail-safe fault-
tolerant program to have perfect detection. This means that a program, composed with perfect detectors, have optimal detection coverage. Optimal in the sense that the detectors detect all of the “harmful” errors, and make no mistakes. Then, we present the concept of fast detection, and show how a fail-safe fault-tolerant program can have both perfect, and fast error detection. In fact, the detection latency is shown to be minimal, i.e., the error is detected in 0-step. Based on these two basic notions, we present algorithms that automatically add fail-safe fault tolerance with perfect detection only, and fail-safe fault tolerance with perfect detection, and minimal detection latency.

We further develop a theory for the design of multitolerance, which is the ability of a program to tolerate multiple classes of faults. In the thesis, we explain that interference can occur between different program components when designing multitolerance, and we present a set of non-interference conditions that needs to be verified. We then present two different approaches for the design of multitolerance, and for each approach, we present two different algorithms that add fail-safe fault tolerance to several fault classes with different efficiency properties.

The algorithms presented in this thesis are particularly suitable for a class of programs termed as bounded programs. The property of bounded programs is that they do not have any kind of unbounded looping structure.
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Chapter 1

Introduction

The design of reliable computers has been a challenge ever since computers first appeared in the middle of the 20th century. In those days, computers were built out of unreliable components, such as vacuum tubes, relays, and so on. Later generations of computers were more reliable as they were built from more reliable components, such as semiconductor components, and other components from more advanced technology. Computers were expensive, and were used mainly for computation-intensive tasks, research, and defense. Nowadays, with the ever-increasing circuit density, computers are no longer expensive commodities. In fact, they are becoming more and more pervasive. They are being used in every walks of life, from safety-critical systems, such as nuclear plants control, airplanes etc, to consumer-oriented products, such as automobiles, refrigerators etc. As these computer systems pervade our lives, our expectation on their delivery of services, in spite of faults, increases. We need these computer systems to be dependable.

In this chapter, first, we will first briefly survey the fundamentals of dependability (Section 1.1), where we provide an overview of the main steps involved in the design of fault-tolerant systems. We then explain the motivations behind the work presented in this thesis (Section 1.2). We will then present the problem statements, and pertinent research questions that arise
and explain our research contributions.

1.1 Dependability: Basic Concepts

In this section, we explain how dependable (fault-tolerant) programs are designed in general. First, we explain the fault/error/failure classification, and then we explain how dependability can be achieved. Given our focus on fault tolerance, we then briefly survey the main steps in achieving fault tolerance. Lastly, we explain how the resulting system can be validated.

The term dependability is defined as “the trustworthiness of a system such that reliance can justifiably be placed on the service it provides” [Lap92]. This means that the services provided by such a system are always correct, according to the system’s specification, whether the environment in which it is deployed is ideal, or less than ideal (faulty).

1.1.1 Faults, Errors, and Failures:

During the construction or operation of a computer system, events may occur that can threaten the computer system’s ability to deliver correct services. For example, developers of the system may have inadvertently introduced defects (or bugs) during the construction phase. Another factor that can affect a computer system’s ability to deliver correct services is the ageing of components, though its relevance may be less in software. Another example of an event that can jeopardize the computer system’s operations is its deployment in noisy environments that generate unexpected events. Factors that can affect the proper functioning of a computer system, such as noise, bugs etc, are commonly referred to as faults.

An error is said to exist in a computer system when a corresponding fault is activated. Specifically, a fault in itself may not threaten the proper functioning of the system, for example, if a fault occurs in an area of memory
that is not accessed, then the fault has no ability to influence any computation. However, when a fault is activated, for example a computation reaches the fault-affected area in memory, and the faulty value used during the computation, if no corrective action is taken, there is the risk of the computer system to violate its specification, i.e., do not deliver the required service. When a faulty value is used in some computation, error is said to propagate, i.e., there is error propagation. When the error propagates to the “output” of the computer system, a failure is said to happen, i.e., the behaviour of the system has deviated from what is prescribed by its specification.

Thus, to be able to develop a fault-tolerant system, one needs to understand the faults that can potentially affect the system, i.e., one needs to develop a fault model.

1.1.2 Ways of Achieving Dependability

Once a fault model has been developed, there are various ways of dealing with it, i.e., there are different ways of achieving dependability, when designing a dependable system, namely:

- **Fault Prevention:** As the name suggests, this approach tries to prevent faults from occurring in the first place. Examples of fault prevention approaches are use of sound development methodologies or use of radiation-hardened hardware.

- **Fault Tolerance:** This is the ability of a system to deliver desired level of functionality in the presence of faults, i.e., instead of preventing faults from occurring, one tries to tolerate their effects. To achieve this, the system should be able to detect and/or correct errors in the system.

- **Fault Removal:** This process deals with removal of faults, and is
commonly referred to as debugging (for software).

- **Fault Forecasting:** This process helps in evaluating the consequences of faults when they occur.

### 1.1.3 Attributes of Dependability

Once a dependable system has been designed, one needs to measure its "dependability". There are different attributes that characterize dependability, for example:

- **Reliability** – This attribute defines the probability of a system to provide correct service over a finite period of time.

- **Availability** – This attribute defines the probability of a system to be correct at any given time.

- **Safety** – This attribute captures the extent to which a service provided by a system is safe.

Other attributes such as confidentiality and integrity are also attributes of dependability, but are more related to security issues, and we do not discuss them any further.

### 1.1.4 Design of Fault Tolerance

As we explained earlier (Section 1.1.2), there are various ways of achieving dependability. In this thesis, we focus mainly on fault tolerance. Fault tolerance is the ability of a system to provide a desired level of functionality in presence of faults. Fault tolerance is closely coupled to the fault model assumed, i.e., a fault-tolerant system may be able to tolerate one class of faults, and still not able to tolerate another types of faults.
1.1. **DEPENDABILITY: BASIC CONCEPTS**

For a system (program) to be fault-tolerant, it needs to be able to perform some important steps whenever errors (effects of faults) appear. In general, provision of fault tolerance can be divided into four stages [LA90]:

1. **Error Detection:** This step is concerned with the ability of the system to detect that some erroneous state has been reached, and that the system is in some "unsafe" state. Error detection is important, since the system is then prevented from performing unsafe actions.

2. **Damage Assessment:** After an error has been detected, one needs to determine the extent to which damage has been caused to the system. In particular, one needs to determine the extent to which error has propagated through the system.

3. **Error Processing:** Once damage assessment is done, error processing is initiated that tries to revert the system back to a non-erroneous state, i.e., a safe state. The combined actions of damage assessment, and error processing is commonly known as *error recovery*.

4. **Fault Treatment:** This step is concerned with preventing the same faults from getting activated again, and is generally performed offline.

Overall, a fault-tolerant program should be able to first detect errors, and then to recover from them. To design fault tolerance, Arora and Kulkarni observed in [AK98c, AK98a, AK95, Kul99] that two components, which they termed as *detectors*, and *correctors*, underpin the design of fault tolerance. A detector is a program component that is added to a program to detect errors in the program. Examples of detectors are executable assertions [Sai78, MAM84, Hil00], error detecting codes, snapshot procedures, comparators and so on. A corrector, on the other hand, is a program component that is added to recover from errors. Arora and Kulkarni have shown
that, by using either detectors, correctors or both of them, different classes of fault-tolerant programs can be obtained, namely fail-safe fault-tolerant programs, non-masking fault-tolerant programs, and masking fault-tolerant programs. Each class of fault-tolerant programs provides a specified level of fault tolerance.

In this thesis, we focus on the design of fail-safe fault-tolerant programs. It was shown in [AK98c] that, to make a program fail-safe fault-tolerant, it is both necessary and sufficient to add detectors to that program. In this thesis, the approach we will present allows a program to have both perfect error detection and minimal detection latency. This in turn has the effect of constraining error propagation, hence limiting the amount of damage done in the system. Thus, by design, the damage done in presence of faults is minimal. The implication of this is that the error processing phase needs not be very complicated (sophisticated).

1.1.5 Verification and Validation of Fault Tolerance

In the design of fault-tolerant systems, one needs to verify the correctness of the system. To do this, formal methods [CW96] has often been used. The first step is to specify the properties that the system should have. The specification is usually done in some logical formalism, usually temporal logic, which can assert how the behavior of the system evolves over time. The second step is to construct a formal model for the system. In order to be suitable for verification, the model should capture those properties that must be considered to establish correctness. During the verification process, the properties that establish correctness are verified. In the dependability area, formal methods have been used to verify correctness of distributed and/or real-time protocols [KRS99, SS99b]. It has also been observed that a proper decomposition of a fault-tolerant program into its components helps in in
1.2. MOTIVATION AND RESEARCH QUESTIONS

its mechanical verification [KRS99].

Once the system has been implemented and fault tolerance mechanisms, such as detectors and correctors, have been added, the resulting “fault-tolerant” system needs to be validated. Two commonly used methods for validation are testing, and fault injection. In testing, the system is subjected to a number of test cases to ascertain that there are no bugs (faults) in the system. Bugs are suspected present when the system deviates from its specified behavior under any test case. The problem is usually to find suitable test cases which can uncover those bugs. In [SS99b], the authors adopt a formal-based approach whereby verification information is reused to drive test-case generation.

To validate the fault tolerance mechanisms, fault injection [AAA+90, IT96] is often used. In fault injection experiments, faults are artificially injected in the system to create conditions that will activate those fault tolerance mechanisms. Fault injection suffers from the same problem as testing for having to find suitable test cases, as well as determining which types of faults to inject.

1.2 Motivation and Research Questions

On this background, in this section, we will discuss the motivations that underpin the work presented in this thesis. Our overall goal is to develop a framework that allows systematic development of efficient fail-safe fault-tolerant programs.

The motivation behind the work presented in this thesis is multifold. First, it is well-known that the design of fault-tolerant systems is inherently complex. Thus, there is a need for well-defined and sound development methodologies that can guide the software designer in the design of efficient and complex dependable systems.
CHAPTER 1. INTRODUCTION

Also, it is often the case that addition of fault tolerance mechanisms (i.e., detectors and correctors) interfere with the performance of the system. For example, some error detection mechanisms may be added that trigger a lot of false alarms in the system. This has the effect of affecting the performance of the system. More importantly, it has also been noted that design of efficient fault tolerance mechanisms is very often reliant on the experience of the programmers. This again points to a need for sound methodologies that can guide the programmers in the design of efficient fault tolerance mechanisms.

Further, in the start phase of the design, the software designer may not be fully aware of all the fault classes that the system will be subjected to. As the system evolves, and the system designer becomes more aware of more fault classes, additional fault tolerance mechanisms may need to be added to handle these faults. However, each time fault tolerance mechanisms are added, a complete verification of the new program is needed, which is expensive. Also, non-interference across the different fault tolerance mechanisms need to be ascertained. Thus, the ability to "add" new tolerance mechanisms without having to perform a complete verification of the program is crucial.

Overall, we endeavor to develop a framework that (i) enables the design of efficient fault tolerance mechanisms (more specifically, detectors), and (ii) enables compositional design of fault tolerance. Combined together, we provide a framework that enables systematic (compositional) design of efficient fault-tolerant programs.

**Focus:** In this thesis, we focus on the design of a particular class of fault tolerance, namely *fail-safe fault tolerance*. Informally, a program is fail-safe fault-tolerant if it always remains in a safe state, even in the presence of faults (We will formally define the term fail-safe fault tolerance in Chapter 3). The reason for focusing on fail-safe fault tolerance is multifold.
First, fail-safe fault tolerance is often needed in critical applications, such as nuclear plants, train control systems and so on. Very often, detection is the only objective, and once an error is detected, a mechanical backup system takes over. Second, it was shown by Arora and Kulkarni in [AK98b] that to design masking fault tolerance (which is the ideal fault tolerance), one can first design a program to be fail-safe fault-tolerant and then later extended with correctors to make the program masking fault-tolerant. Thus, our approach tackles one step in the design of masking fault tolerance.

Given our focus on the design of fail-safe fault tolerance, it was shown by Arora and Kulkarni [AK98c] that it is both necessary and sufficient to compose a program with detectors to make it fail-safe fault-tolerant. Therefore, when designing such fail-safe fault-tolerant programs, we also focus on the design of detectors, i.e., program components that detect errors.

On this background, we formulate the problem statements that have driven the research presented in this thesis.

### 1.2.1 Problem Statements

The main goal of the work presented in this thesis has been to develop a framework that can help in the design of efficient fail-safe fault-tolerant programs.

While addressing the above problem, we tackled some of the following research questions:

**Research Question:** How can one assess the efficiency of a fail-safe fault-tolerant program? What are the common metrics for such an assessment?

When designing fault-tolerant programs, error detection is crucial. Very often, to validate the detectors, fault injection experiments are performed to assess the efficiency of the detectors, and common factors used for such as-
sessment are (i) detection coverage, and (ii) detection latency. In this thesis, we thus focus on those two properties of fail-safe fault-tolerant programs, namely coverage, and detection latency.

**Research Question:** What are the main properties of a detector that allow characterization of its efficiency? Can such properties be formalized?

In Chapter 4, we develop a theory of detectors, and identify completeness and accuracy as two important properties of a detector that characterize its efficiency. We then formalize these properties and identify an important class of efficient detectors, namely perfect detectors. We explain that such a detector allows for perfect error detection, and we further explain its role in fail-safe fault tolerance. Thus, perfect detectors can be shown to have “perfect” coverage.

**Research Question:** Upon the occurrence of faults, how can error propagation be limited? How can the detection latency of a program be minimized? Is it possible to design a fail-safe fault-tolerant program such that its detection latency is minimal? Do the detectors included have any impact on the underlying program?

To tackle this question, in Chapter 5, we develop a theory of fast detectors, and explain how fail-safe fault-tolerant programs with minimal detection latency be designed. In fact, the approach we propose allows a fail-safe fault-tolerant program to have both perfect detection, and minimal detection latency.

**Research Question:** Can efficient detectors be designed for several fault classes? How can their non-interference be guaranteed? Is there any methodology that can be used such that verification needs not be performed from scratch each time new detectors for new fault classes are added?

The motivation behind this research issue is that, during periods of perturbation, a system is subjected to faults from various sources, such as
network overloads, message losses, transients, crashes and so on. It is very difficult to design a (fail-safe) fault-tolerant program to these fault classes. So, the idea is to consider one fault class at a time, and design the fault tolerance mechanisms to the fault class considered. The obvious problem is whether the fault tolerance mechanisms for different fault classes can be composed, i.e., one needs to ascertain that fault tolerance mechanisms (detectors) to a given fault class do not interfere with those of another fault class. Further, the problem is also to develop efficient fault tolerance mechanisms to several fault classes. Specifically, it would be detrimental if efficient fault tolerance mechanisms are designed to tolerate one fault class, but the tolerance mechanisms for another fault class is not efficient, resulting in an inefficient multitolerant system/program. Thus, our theory not only shows non-interference across different detectors (in terms of their behavior) for different fault classes, but our theory also shows that "composing" different perfect detectors for different fault classes preserve the efficiency of the resulting program.

Thus, in Chapter 6, we develop a theory for the design of efficient multitolerant programs. Building upon the theory of perfect detectors (Chapter 4) and the theory of fast detectors (Chapter 5), we develop a theory for the design of efficient multitolerant programs, and develop the requisite steps to show ascertain non-interference across different detectors.

**Research Question:** Can the design of efficient fail-safe fault-tolerant programs be automated?

To tackle this question, we have developed algorithms of polynomial-time complexity that automatically synthesizes a fail-safe fault-tolerant program, starting from a corresponding fault-intolerant program. We have developed examples showing how these algorithms can be used for such automatic synthesis.
**Research Question:** Can we reuse the fault-intolerant program to synthesize the fault-tolerant program?

There are two possible ways of synthesizing a fail-safe fault-tolerant program. First, one can start with a specification of the program, and then use refinement steps to first synthesize a fault-intolerant program, and then perform a fault tolerance transformation to obtain a fail-safe fault-tolerant program. The second option is to start directly with the fault-intolerant program and then transform it into a fail-safe fault-tolerant program by composing it with fault tolerance mechanisms. *In this thesis, we adopt the second methodology, and, starting from a fault-intolerant program, we transform it into a fail-safe fault-tolerant program by composing it with fault tolerance components (more specifically, with detectors).*

### 1.3 Research Contributions

Towards addressing all these research issues, we have developed a theory of detectors, and identified and formalized some important properties of these program components. We have identified a class of detectors called perfect detectors that allows design of efficient fail-safe fault-tolerant program. Specifically, we will show how to design fail-safe fault-tolerant programs with perfect error detection, and minimal error detection latency. Based on the theory, we also develop polynomial-time algorithms that permit automatic synthesis of efficient fail-safe fault-tolerant programs.

Further, we develop a theory that underpins the design of multitolerant programs. We show that the class of perfect detectors allows for "non-interfering composition", i.e., perfect detectors for each fault class do not interfere with each other. Specifically, perfect detectors for different fault classes do not interfere with each other's "behavior", and they do not interfere with the efficiency of the program.
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Overall, in this thesis, we make the following research contributions:

1. We first present a novel theory of detectors, formalize some important properties of detectors, and identify an important class of detectors, namely perfect detectors, that underpins design of efficient fail-safe fault-tolerant programs. We further explain their role in the design of fail-safe fault tolerance. We also provide an algorithm that automatically yields fail-safe fault-tolerant programs, with perfect detection.

2. Next, we present a novel theory of fast error detection, and building upon the theory of perfect detection, we develop an algorithm that generates fail-safe fault-tolerant programs with both perfect error detection and with minimal error detection latency.

3. We explain that, in the context of multitolerance design, some non-interference conditions need to be verified. We further explain that non-interference across detectors with respect to their behavior is not sufficient when designing efficient multitolerant programs. We therefore present a set of non-interference conditions that encompass both behavioral and performance aspects. As such, we develop a suite of algorithms that systematically adds “efficient” fail-safe multitolerance to a program. Overall, this contribution allows compositional design of efficient fail-safe fault-tolerant programs, i.e., efficient fail-safe fault-tolerant can be systematically designed.

Our contributions are in the area of fault tolerance, specifically in the field of error detection. We have shown how to design efficient detectors such that the fail-safe fault-tolerant programs have perfect error detection and minimal detection latency for different fault classes.

To summarize, our main contribution is an approach that transforms a fault-intolerant program into a fail-safe fault-tolerant program with perfect
error detection, and minimal detection latency, i.e., efficient fail-safe fault-tolerant program.

1.4 Thesis Structure

The thesis is structured as follows:

Chapter 2 surveys results in the areas design of fault tolerance, automated design, program transformation, and multitolerance. We also try to put our contributions into context.

Chapter 3 introduces the formal foundations for our work and presents the terminologies used in this thesis. We also present the system model and fault model used.

Chapter 4 introduces a theory of perfect detectors, and develops a sound and complete algorithm that yields fail-safe fault-tolerant programs with perfect detection.

Chapter 5 introduces a theory of fast detectors, and develops a sound and complete algorithm that yields fail-safe fault-tolerant programs with perfect detection, and minimal detection latency.

Chapter 6 explains the concept of multitolerance. It develops a series of non-interference conditions that need to be satisfied when designing multitolerance. Several algorithms are developed that yield fail-safe multitolerant programs with varied optimal properties, as well as guaranteeing non-interference.

Chapter 7 summarizes the contributions of this thesis, and assesses their impact. We conclude by providing some pointers regarding future work.
Chapter 2

Related Work

In this chapter, we present a survey of previous work and results that are closely related to the problems addressed in this thesis. Specifically, the areas of most closely related are design of fault-tolerant programs, design of effective detectors, automated procedures, error propagation analysis, and software implemented fault tolerance.
2.1 Design of Fault-Tolerant Programs

One common way to implement fault-tolerant programs is to use N-Version programming [Avi85], which is however an expensive approach. Another approach has been to use Recovery Blocks [Ran75]. But the effectiveness of recovery blocks is heavily reliant on the effectiveness of the acceptance tests included. Unfortunately, little work has been done that can guide a software designer towards designing effective acceptance tests (detectors).

Leveson et al. presented the results of a large scale experiment to determine the effectiveness of software checks and voting in software in [LCKS90]. They explained that the effectiveness of detectors depends very much on the individual ability of the programmers to design effective detectors. Again, as in the case of Recovery Blocks, little work has been done to guide the programmers in designing effective detectors. However, to ease the use of executable assertions (which is an instance of a detector), Saib extended the FORTRAN and PASCAL languages with a software construct (called Assert) that helps in the implementation of executable assertions [Sai78]. Another approach for facilitating the use of assertions is the use of the Annotation PreProcessor tool of Rosenblum [Ros95]. A similar approach is described by Yin and Bieman [YB94]. The problem with these approaches is they do not provide guidelines pertaining to the design of effective detectors, which is difficult, since very often, these assertions tend to be application-specific. In this work, we provide algorithms that can automatically generate perfect detectors, hence the problem of designing application-specific detectors can be effectively taken away from programmers, once the fault-intolerant program is available.
2.1. DESIGN OF FAULT-TOLERANT PROGRAMS

To conquer the design complexity, Arora and Kulkarni proposed a transformational approach whereby a fault-intolerant program (a program which satisfies its specification in the absence of faults), and that satisfies at least its safety specification in presence of faults) is transformed into a fault-tolerant program (either fail-safe, non-masking or masking) through the addition of detectors and/or correctors. Using this approach, they have presented fault-tolerant solutions for several problems such as distributed reset [KA98], mutual exclusion [AK98b], network management [KA97a], data transfer [AK98b], and Byzantine agreement [KA97b].

The premise is that a fault-tolerant program is a composition of a fault-intolerant program with fault tolerance components, such as detectors and correctors. The authors argue that such an approach allows for separation of concerns. Specifically, it is possible for a software designer to first focus on designing the fault-intolerant program, and then focus on adding fault tolerance to it.

In [AK98a], Arora and Kulkarni presented an stepwise approach for addition of multitolerance, i.e., the ability of being fault-tolerant to multiple classes of faults. They also argued that non-interference between different program components needs to be verified, and presented a set of non-interference conditions for that matter. In this present work, we extend the current set to include non-interference with other program properties (apart from fault tolerance) , such as perfect detection, and minimal detection latency.

Another transformational approach has been proposed by Joseph and Liu [Liu91, LJ92, LJ93, LJ94, LJ95]. They show how a program constructed for a fault-free system can be transformed into a fault-tolerant program for execution in faulty environments. Specifically, the addition of fault tolerance to a program is modeled by a fault-tolerant transformation that adds
the necessary redundancy to the program so that the faults can be tolerated. A fault-tolerant program can be further refined using fault-tolerant refinement that preserves both the functional, and fault-tolerant properties of the program.

The fault tolerance mechanisms used are very much dependent on the fault model used. For example, in data transfer, time outs may be used to detect message losses, rather than, say, executable assertions. However, the problem of knowing in advance all the classes of faults the software can be subjected to may be difficult to solve. For example, continuing with the example on data transfer, if the system designer assumes only the case where messages can be lost during data transfer, he can have an implementation such that the sending node can retry sending the loss message after a timeout. But if a fault occurs that arbitrarily corrupt the state of the program, such retry actions may not be sufficient, and safety may be compromised. Hence, weak fault models are sometimes assumed, such as Byzantine faults. In such cases, self stabilization [Dij74] has been advocated, and is getting more and more attention in the community. For example, Gouda and Multari proposed some self-stabilizing communication protocols in [GM91]. Self-stabilizing protocols have been proposed in [APSV91, DIM93, DW95, AD97, Dol97, BDDT98, Dol00] among others. However, the problem with self-stabilization is that safety may be temporarily violated. One interesting class of self-stabilization, called snap-stabilization, has been proposed by Cournier et.al [CDPV01] that solves this problem. A snap-stabilizing protocol is a self-stabilizing protocol meaning that starting from an arbitrary state (in response to an arbitrary perturbation modifying the memory state) it is guaranteed to behave according to its specification.

Another line of approach for design of fault tolerance, where the goal is
for "scalable fault tolerance", has been investigated by Arora et al. [ADK01].
To achieve self stabilization, one needs to make use of system implementation.
However, the authors argue that this approach does not scale very well. Hence, they propose to implement stabilization based on system specification, such that the stabilization property is guaranteed irrespective of the implementation.

The effectiveness of detectors is also affected by their placement in
the software, as indicated by Hiller et al. [HJS01], and the authors also
demonstrate the sensitivity of the location set to the underlying fault model
in [HJS02]. Once the fault-tolerant software is obtained, fault-injection
experiments are conducted to evaluate the resulting dependability of the
program [IT96]. However, such work do not reveal the weak spots in the
software, for example, how errors propagate in the software, what are the
vulnerable signals/variables. Initial work focusing on these aspects appear in [HJS01, JHS01]. To conduct these validation experiments, effective test cases are needed. Sinha and Suri investigated the applicability of formal methods in driving generation of test cases in [SS98, SS99a]. Specifically, the authors reused verification information to drive test case generation. In [JHS02b], Jhunaka et al. proposed a formal approach for designing component-based dependable software and in [JHS02a], the authors presented a formal approach for test case generation, whereby they reuse detector design information to drive test case generation.

General surveys in the area of dependability can be found in [Cri91,
Gae99a], while Gaertner presented a survey of transformational approaches
in [Gae99b]
2.2 Automated Procedures

In an earlier work, Kulkarni and Arora [KA00] presented an algorithm that automates the addition of fail-safe fault tolerance to an initially fault-intolerant program. This algorithm is based on an analysis of the state transition representation of the program in the presence of faults. The algorithm is sound and complete meaning that (i) the transformed program is in fact a fail-safe fault-tolerant version of the original program, and (ii) if a fail-safe fault-tolerant version of the program exists, then the algorithm will find it. The complexity of the algorithm is polynomial in the state of the fault-intolerant program. Put in context with the work presented in this thesis, the algorithm in [KA00] always adds fail-safe fault tolerance with perfect detection. But, the algorithm can sometimes add fail-safe fault tolerance with perfect detection, and minimal detection latency to some classes of programs. By way of contrast, our work presents algorithms that always add both perfect detection, and minimal detection latency to a wider set of programs. The algorithms have polynomial complexity in the state space of the fault-intolerant program.
Chapter 3

Formal Preliminaries

In this chapter, we recall the standard formal definitions of programs, faults, fault tolerance (in particular, fail-safe fault-tolerance), and of specifications [AK98c, Ku99]. Intuitively, a program is represented as a transition system, since programs written in any imperative language can be represented as such. This chapter provides all the requisite formal basis upon which the work presented in this thesis is based.

3.1 Concurrent Systems

A concurrent system consists of a set of components executing together. They are usually associated with a form of communication among them. The mode of execution, and that of communication may differ from system to system. There are two main modes of execution:

1. Asynchronous or interleaved execution, where only one component makes a step at any time.

2. Synchronous execution, where all components make a step at the same time.

As for the communication part, we present two of the possibilities, namely
1. Shared Variables (we provide more details in Section 3.2).

2. Message Passing, where components communicate with each other by sending messages.

The work assumes an *interleaved semantics* of execution, together with the *shared variable* communication paradigm.

### 3.2 Programs

**Definition 1 (Program)** A program $p$ consists of a set of variables $V_p$ and a finite set of processes. Each process contains a finite set of actions, and a finite set of variables. Each variable stores a value from a predefined nonempty, finite domain and is associated with a predefined set of initial values. An action has the form

$$\langle \text{name} \rangle :: \langle \text{guard} \rangle \rightarrow \langle \text{statement} \rangle$$

in which the guard is a boolean expression over the program variables and the statement is either the empty statement or an instantaneous assignment to one or more variables. The name is a unique identifier of that action.

**Definition 2 (State and State Space)** We define a state $s$ of program $p$ as a possible value assignment to all variables in $p$. We also define the state space $S_p$ of a program $p$ as the set of all possible assignments of values to variables.

**Definition 3 (State Predicate)** A state predicate of $p$ is a boolean expression over the state space of $p$.

**Definition 4 (Initial States)** The set of initial states $I_p$ is defined by the set of all possible assignments of initial values to variables.
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Definition 5 (Enabled) An action \( ac \) of \( p \) is enabled in a state \( s \) if the guard of \( ac \) evaluates to "true" in \( s \).

Definition 6 (Action) An action \( ac \) of program \( p \) is represented by a set of state pairs \( \{ (s,t) : s,t \in S_p \} \).

We assume that actions are deterministic, i.e., \( \forall s, s', s'' : (s,s') \in ac \land (s,s'') \in ac \Rightarrow s' = s'' \). Note that programs are permitted to be non-deterministic since multiple actions can be enabled in the same state. In particular, each non-deterministic action can be converted into a set of deterministic actions with an identical state transition relation.

Definition 7 (Program Computation) A computation of program \( p \) is a weakly fair (finite or infinite) sequence of states \( s_0, s_1, \ldots \) such that \( s_0 \in I_p \) and for each \( j \geq 0 \), \( s_{j+1} \) results from \( s_j \) by executing the assignment of a single action which is enabled in \( s_j \).

We require that weak fairness implies that if a program action \( ac \) is continuously enabled, \( ac \) is eventually chosen to be executed. Weak fairness implies that a computation is maximal with respect to program actions, i.e., if the computation is finite, then no program action is enabled in the final state.

Definition 8 (Concatenation) If \( \alpha \) is a finite computation and \( \beta \) is a computation of \( p \), we denote with \( \alpha \cdot \beta \) the concatenation of both computations.

Definition 9 (Occurs) A state \( s \) occurs in a computation \( s_0, s_1, \ldots \) of program \( p \) iff there exists an \( i \) such that \( s = s_i \). Similarly, a transition \( (s,s') \) occurs in a computation \( s_0, s_1, \ldots \) of program \( p \) iff there exists an \( i \) such that \( s = s_i \) and \( s' = s_{i+1} \).
In the context of this thesis, programs are equivalently represented as
state machines, i.e., a program \( p \) is a tuple \( p = (S_p, I_p, \delta_p) \) where \( S_p \) is the
state space of \( p \), \( I_p \subseteq S_p \) is the set of initial states. The state transition
relation \( \delta_p \subseteq S_p \times S_p \) is defined by the set of actions as follows: Every
action \( ac \) implicitly defines a set of transitions which is added to \( \delta_p \). A
transition \((s, s') \) \( \in \delta_p \) iff \( ac \) is enabled in state \( s \) and computation of the
statement \( ac \) results in state \( s' \). We say that \( ac \) induces these transitions.
State \( s \) is called the start state and \( s' \) is called the end state of the transition.

**Definition 10 (Step)** A transition from one state to another state is called
a step.

**Definition 11 (Stuttering Step)** If \((s_i, s_{i+1}) \) is a step, and \( s_i = s_{i+1} \),
then this step is a stuttering step.

A stuttering step is an important concept in program refinement, in the
sense that transitions at a lower level of abstraction appear as stuttering
steps at a higher level.

**Definition 12 (Computation Equivalence)** Two computations \( \alpha_1 \) and
\( \alpha_2 \) are said to be equivalent if they contain identical sequence of states.

**Definition 13 (Stuttering Equivalence)** Two computations \( \alpha_1 \) and \( \alpha_2 \)
are equivalent under stuttering if \( \alpha_1 \) and \( \alpha_2 \) are equivalent after removing
stuttering steps from both computations.

**Definition 14 (Property)** A property is a set of computations which is
closed under stuttering, i.e., if a given computation \( c \) is in property \( P \), then
all computations that are stuttering-equivalent to \( c \) are in \( P \).
3.3. COMMUNICATION

3.3 Communication

Two processes \( p_r \) and \( p_w \) of a program \( p \) communicate as follows: for each pair of processes \( p_r \) and \( p_w \) there exists a set of "shared" variables \( V_s \). Both processes can read the contents of any variable in \( V_s \), but only \( p_w \) can update these variables. This defines the information flow between two processes. The set \( V_s \) represents the interface between processes \( p_w \) and \( p_r \).

There exists a set of special variables, denoted by \( V_o \), that are shared by some processes (that write to the variables), and the environment that reads them. These special variables are commonly referred to as the output variables. There exists also a special set of variables, denoted by \( V_i \), where each of the variables is written to by the environment, and read by a process in \( p \). Such variables are known as input variables. Input and output variables represent the interface of the program \( p \) with its environment.

Such program model reflects the system assumptions of distributed embedded applications (like sensors and actuators), for which part of our formal framework is targeted. Multiple initial states reflect the fact that a program \( p \) may initially read external inputs before executing. In such cases, we additionally assume a set of special variables called the output variables of \( p \) in which the program should finally write the results of a computation. This model is suitable for the domain of embedded applications (like sensors and actuators). Program actions can be partitioned into two categories: (i) critical actions, and (ii) non-critical actions [AK98b]. Program actions that write output variables are critical actions. Other examples of critical actions are (i) actions that commit to a database, or (ii) actions that control progress in a nuclear control plant. Critical actions are those actions whose execution in the presence of faults can cause violation of safety.

**Definition 15 (Critical and non-critical actions)** An action \( ac \) of program \( p \) with safety specification \( SS \) is said to be critical iff there exists a
transition \((s, t)\) induced by \(ac\) and \((s, t)\) is a bad transition (Proposition 2) that is reachable (Definition 32) in presence of faults. An action is non-critical iff it is not critical.

### 3.4 Specifications

A specification for a program \(p\) is a set of computations of \(p\) that is fusion-closed.

**Definition 16 (Fusion Closure)** A specification \(S\) is fusion-closed iff the following holds for finite computations \(\alpha, \gamma\), a state \(s\) and computations \(\beta, \delta\):

If \(\alpha \cdot s \cdot \beta\) and \(\gamma \cdot s \cdot \delta\) are in \(S\), then so are \(\alpha \cdot s \cdot \delta\) and \(\gamma \cdot s \cdot \beta\).

We will discuss the consequences of demanding fusion-closed specifications in Section 4.2.1.

**Definition 17 (Satisfies)** A computation \(c_p\) of \(p\) satisfies a specification \(S\) iff \(c_p \in S\).

**Definition 18 (Violates)** A computation \(c_p\) of \(p\) violates a specification \(S\) iff \(c_p\) does not satisfy \(S\).

**Definition 19 (Correctness)** A program \(p\) satisfies a specification \(S\) iff all possible computations of \(p\) satisfy \(S\).

**Definition 20 (Maintains)** Let \(p\) be a program, \(S\) be a specification and \(\alpha\) be a finite computation of \(p\). We say that \(\alpha\) maintains \(S\) iff there exists a sequence of states \(\beta\) such that \(\alpha \cdot \beta \in S\).

**Definition 21 (Safety specification)** A specification \(S\) of a program \(p\) is a safety specification iff the following condition holds: For every computation \(\sigma\) that violates \(S\), there exists a prefix \(\alpha\) of \(\sigma\) such that for all computations \(\beta\), \(\alpha \cdot \beta\) violates \(S\).
3.4. SPECIFICATIONS

Using a practical system of rail crossing where trains will need to share a common track, a safety specification can be “no two trains will use the track at the same time”.

**Proposition 1** A specification $S$ is a safety specification iff for all $\sigma \notin S$ there exists a prefix $\alpha$ of $\sigma$ such that $\alpha$ does not maintain $S$.

**Proof.** Follows from the Definitions 20 and 21. □

Informally, the safety specification of a program states that “something bad never happens”. Formally, it defines a set of “bad” finite computation prefixes that should not be found in any computation. Alpern and Schneider [AS85] have shown that every specification can be written as the intersection of a safety specification and a liveness specification.

**Definition 22 (Liveness)** A liveness specification is a set of state sequences that meets the following condition: for each finite state sequence $\alpha$, there exists a state sequence $\beta$ such that $\alpha \cdot \beta$ is in that set.

A example of liveness specification, following from our previous example of rail crossing, can be “eventually all trains will be able to use the track”. Informally, a liveness specification determines what types of events must eventually happen, i.e., it says that “something good eventually happens”.

For the work presented in this thesis, we will focus on safety specification. However, liveness issues are important since any safety specification can be satisfied by the empty program, i.e., the program that does nothing, and, thus, liveness specification helps rule out trivial implementations.

In general, if a property is finitely refutable, then it is a safety property. This means that the safety property can be refuted by inspecting only a finite prefix of a computation. On the other hand, a liveness property is not finitely refutable, i.e., it cannot be refuted by inspecting a finite prefix of a computation, rather it is refuted by inspecting infinite state sequences.
3.5 Temporal Logic

In a sequential system, the input-output semantics is adequate for analyzing the system, but is however inadequate for concurrent systems. For example, the input-output semantics cannot adequately capture specifications such as 
"eventually \( x = 2 \)" or "never \( y = 3 \)".

Temporal Logic is a formalism for describing sequences of transitions between states in a reactive systems. In temporal logic, a specification is a logical formula that describes a set of computations. In the work presented in this thesis, a semantic view is adopted, we reason about properties of a program in terms of its transitions, rather than expressing them in any specification language.

3.6 Refinement

A program can be viewed as a special type of specification. A lower level specification differs from a higher-level specification in that it contains more implementation details. Thus, we want lower-level transitions to appear as stuttering steps (Def. 11) in the higher level specification.

This can be modelled through the concept of projection.

**Definition 23 (State Projection)** The projection of a state \( s \) of (a lower-level specification) \( p \) on (a higher-level specification) \( p' \) is the state obtained by considering only the variable of \( p' \).

**Definition 24 (Computation Projection)** The projection of a computation \( c \) of (a lower-level specification) \( p \) on (a higher-level specification) \( p' \) is obtained by taking the projection of each state of \( c \) of \( p \) on \( p' \).

To model this, we introduce a projection function, \( \pi \), from a lower-level specification \( p \) to a higher-level specification \( p' \). Given a state \( s \) of program
3.7. FAULT MODELS AND FAULT TOLERANCE

$p, \pi(s)$ refers to the variables of $p'$. We abuse the notation by defining $\pi(\alpha)$ for a projection of a computation $\alpha$. Thus, $\pi$ partitions the set of variables of $p, V_p$, into a set of internal variables ($V_i$) and a set of external variables ($V_e$). Therefore, changes to variables in $V_i$ appears as stuttering steps in $\pi(\alpha)$.

This leads to the concept of refinement [AL91]. When we substitute $p'$ for a specification $S$, when we say that a computation $c$ satisfies $S$ (Defs. 17), we really meant that the projection of that computation $\pi(c)$ satisfies $S$ (i.e., $\pi(c) \in S$).

Refinement from a specification represents a useful way to constructing programs. Using refinement, a low-level program can be constructed from a given specification through the application of correctness-preserving refinements. With each refinement step, a lower-level program $p$ is obtained from a higher-level program $p'$ through the addition of more implementation details. It is those implementation details that are hidden by $\pi$.

3.7 Fault Models and Fault Tolerance

The faults that a program is subjected to can be systematically represented by actions whose execution perturbs the state of the program. Such representation is possible regardless of the type of faults (stuck-at, crash, Byzantine etc), nature of the faults (permanent, intermittent or transient), or the ability to observe the effects of the faults (detectable or not).

First, we define the term fault class.

**Definition 25 (Simple Fault Class)** A simple fault class for a given program $p$ over a variable $v_i$ in $p$ is a set of transitions (actions) over the variable $v_i$. 
Definition 26 (Fault Class) A fault class $F$ for a program $p$ over variables $v_1 \ldots v_n$ in $p$ is a set of simple fault classes for $p$ over $v_1 \ldots v_n$.

In this thesis, we focus on the subset of fault models that can potentially be tolerated: We disallow faults to violate the safety specification directly. For example, if a safety specification constrains the output variables of a program, the fault model prevents the fault actions of $F$ to modify the output variables in such way that the fault itself results in a safety violation. However, fault actions can change the program state such that subsequent program actions violate the safety specification.

The reason for choosing such a failure model is that we target tolerable fault models. If a fault can directly violate safety, for example, by corrupting the output variables in such a way that safety can be violated, then no fail-safe fault-tolerant program exists. To see this, observe that if from state $s$, a fault can cause safety violation, then this program should not visit state $s$. If such faults can occur in every state, then all such states need to be made unreachable, i.e., the invariant of the program is an empty set. Thus, no fail-safe fault-tolerant program exists, hence our focus on tolerable fault models.

Definition 27 (Fault model) A fault model $F$ for program $p$ and safety specification $SS$ is a fault class $F$ for program $p$ over its variables that do not violate $SS$, i.e., if transition $(s_j, s_{j+1})$ is in $F$ and $s_0, s_1, \ldots, s_j$ is in $SS$, then $s_0, s_1, \ldots, s_j, s_{j+1}$ is in $SS$.

Definition 28 (Computation in the presence of faults) A computation of $p$ in the presence of $F$ is a weakly $p$-fair sequence of states $s_0, s_1, \ldots$ such that $s_0$ is an initial state of $p$ and for each $j \geq 0$, $s_{j+1}$ results from $s_j$ by executing a program action from $p$ or a fault action from $F$ and there exists no program action $ac$ such that $ac$ is permanently enabled but never executed.
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Weakly $p$-fair means that only the actions of $p$ are treated weakly fair (fault actions must not eventually occur if they are continuously enabled). We say that a fault occurs if a fault action is executed.

Rephrased in the transition system view, a fault model adds a set of transitions to the transition relation of $p$. We denote the modified transition relation by $\delta^F_p$. Since fault actions are not treated fairly, their occurrence is not mandatory. Note that we do not rule out faults that occur infinitely often (as long as they do not directly violate the safety property).

**Fault Tolerance Specifications** In the absence of faults, a program $p$ should refine its problem specification. In the presence of faulty actions, $p$ may not refine its specifications, but can, on the other hand, refine some weaker “tolerance specification”. In this thesis, we focused on fail-safe fault tolerance.

**Definition 29 (Fail-safe fault-tolerance)** Let $S$ be a specification and $SS$ be the smallest safety specification including $S$, and fault class $F$. A program $p$ is said to be fail-safe $F$-tolerant for specification $S$ iff all computations of $p$ in the presence of faults $F$ satisfy $SS$.

If $F$ is a fault model and $SS$ is a safety specification, we say that a program $p$ is $F$-intolerant for $SS$ iff $p$ satisfies $SS$ in the absence of faults $F$ but violates $SS$ in the presence of faults $F$. For brevity, we will write fault-intolerant instead of $F$-intolerant for $SS$ if $F$ and $SS$ are clear from the context.

A note on critical actions introduced in 3.2: Critical actions are exactly those program actions whose execution in the presence of faults can lead to violation of safety. As such, in embedded applications such as those of plant controllers etc, the program actions that control progress while maintaining safety are critical actions.
Chapter 4

Perfect Detectors: Basis for Perfect Detection

Nowadays, there are computer systems all around us that control our everyday lives, from being present in safety-critical systems such as airplanes, to being present in consumer-oriented products, such as automobiles, washing machines etc. Especially for the consumer-oriented products, cost-effective solutions for the provision of dependability are of paramount importance, leading to the fact that software-based fault tolerance is being provided.

In this thesis, we are interested in providing efficient fail-safe fault tolerance, i.e., it is acceptable for a fail-safe fault-tolerant program to halt, as long as it remains in a safe state. The idea is to be able to detect when the program is about to violate its safety specification, and halt at that time. Thus, for the detection part, the program needs to be “upgraded” with a program component, called a detector. Intuitively, the detector component helps the program in detecting when “something bad” is about to happen, such that the program halts to avoid doing the “bad” thing, i.e., violate safety.

However, the design of efficient detectors is problematic. Leveson et al. [LCKS90] conducted a large experiment on the effectiveness of self checks, which are instances of a detector, in software. They pointed out in [LCKS90]
that, among others, (i) some detectors (self-checks) detect non-existent errors, i.e., there are many false alarms (i.e., false detections), and (ii) many detectors that were designed were ineffective, i.e., they do not signal any error, when there is one in the system. In the first case, the efficiency of the system may decrease, since the system may halt prematurely, while in the second case, the safety of the system may be violated. So, we need a methodology for the design of efficient detectors.

In this chapter, we first provide a formal overview of detectors [Kul99], and explain their role in fail-safe fault-tolerant program. Our main contribution is the development of a novel theory of detectors, that is centered around the notion of an inconsistent transition. We further identify a special class of detectors, called perfect detectors, and explain its role in the design of fail-safe fault tolerance. Specifically, we show that composing critical actions of a program \( p \) with perfect detectors is sufficient in transforming \( p \) into a fail-safe fault-tolerant program. We then present an algorithm, based upon the theory, that, given a fault-intolerant program \( p \) with safety specification \( SS \), and a fault class \( F \), generates a fail-safe fault-tolerant program \( p' \), which is the fail-safe fault-tolerant version of \( p \). The main property of perfect detectors is that they detect errors if and only if these errors may lead to violation of safety. Thus, perfect detectors can be shown to address the two problems identified by Leveson et al.

In [JHCS02, JHS02b, JHS02a], a set of perfect detectors was initially referred to as \( SS \)-globally consistent detectors. A \( SS \)-consistent detector is one that detects an error if and only if the error can lead to violation of safety. A set of such \( SS \)-consistent detectors is said to be \( SS \)-globally consistent.
4.1 Introduction

Safety-critical applications need to satisfy stringent dependability requirements in their provision of services. Unless sound design methods are used to synthesize such applications, the process of designing safety-critical applications is likely to be a complex one. To reduce the complexity of designing such applications, Arora and Kulkarni [AK98a] have proposed a transformational approach, whereby an initially fault-intolerant program is systematically transformed into a fault-tolerant one. The main step involved in designing a fault-tolerant program is composing the corresponding fault-intolerant program with components that (i) detect and/or (ii) correct errors that arise as a result of faults, depending on the level of fault-tolerance to be achieved. The class of programs that achieves the first goal is termed detectors while the class of programs that achieves the second goal is called correctors [AK98c].

We restrict our attention to designing fail-safe fault-tolerance. Intuitively this means that it is acceptable that the program “halts” if faults occur as long as it always remains in a “safe” state. This type of fault-tolerance is often used in (nuclear) power plants or train control systems where safety (avoidance of catastrophic events) is more important that continuous provision of service. In the context of the Arora/Kulkarni approach, fail-safe fault-tolerance can be achieved by merely employing detectors.

Generally, detectors can be regarded as an abstraction of many different existing fault-tolerance mechanisms. For example, a common way to achieve fault-tolerance is to replicate a critical task and schedule it on different processors. The outputs of these tasks are brought together in a voter which outputs a consistent value. The voter contains a comparator which is an instance of a detector. Another (maybe more obvious) example of a detector is the use of error detecting codes. Other error handling mechanisms like
acceptance tests or executable assertions can also be formulated as detectors in the sense of Arora and Kulkarni [AK98c]. Hence, reasoning on the level of detectors makes an approach applicable to many different practical settings.

In this chapter, we present a sound, and complete algorithm for transforming an initially fault-intolerant program \( p \) into an efficient fail-safe fault-tolerant program \( p' \). The algorithm being sound and complete, meaning that (i) the transformed program \( p' \) is in fact a fail-safe fault-tolerant version of the original program \( p \) (soundness), and (ii) if a fail-safe fault-tolerant version of the program exists, then the algorithm will find it (completeness). By efficient, we mean that the fail-safe fault-tolerant detect errors if and only if errors lead to violation of safety, thus addressing some of the problems identified by Leveson et al in [LCKS90], i.e., \( p' \) has perfect error detection. Overall, our approach is applicable to a class of programs, called bounded programs. The property of bounded programs is that there is no unbounded loop within or across processes. Embedded applications are often instances of bounded programs. Distributed algorithms such as mutual exclusion, byzantine agreement etc. are also instances of bounded programs.

Our algorithm is derived out of a refined theory of detectors. This theory develops a terminology which captures and explains the working principles of detectors better than before. The basic building block of the theory is the notion of a transition which is inconsistent with respect to a safety specification [Lam77]. This can be understood as follows: Executing a transition inconsistent with respect to the safety specification can lead to a violation of the safety specification if no countermeasures are taken.

Building upon this concept, we develop a theory of accurate, complete, and perfect detectors together with the necessary correctness theorems. Intuitively, a detector is accurate if it “preserves” correct behaviors of the system in the presence of faults. A detector is complete if it “rejects” incor-
rect behaviors in the presence of fault. A detector is *perfect* if it is accurate and complete.

In this chapter, we make the following contributions:

- We first present a novel theory of detectors which accurately captures the working principles of detectors.

- We identify a class of detectors, called *perfect detectors*, and explain their role, and importance in fail-safe fault-tolerance.

- Based on this theory, we provide an algorithm that systematically transforms a fault-intolerant program into a fail-safe fault-tolerant program with perfect detection.

The chapter is structured as follows: Section 4.2 provides an overview of detectors and their role in establishing fail-safe fault tolerance. Section 4.3 defines the problem of adding fail-safe fault-tolerance using detectors. Section 4.4 develops the theory of perfect detectors. In Section 4.5, we present the algorithm that automatically generates a fail-safe fault-tolerant program from the corresponding fault-intolerant program with perfect detection capabilities. Some examples are presented in Section 4.6. We conclude the paper in Section 4.7.

### 4.2 An Overview of Detectors

In this section, we present a brief introduction of a detector component. For a complete formalization, we refer the reader to Kulkarni [Kul99].

A detector module $d$ is a program component that is used to check whether its detection predicate $D$ is "True", where $D$ is a state predicate. Specifically, a detector $d$ can be of the form

$$
\neg Z \land D \rightarrow Z := \text{True}.
$$
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It means that if the detection predicate $D$ is “True”, then $Z$, the witness predicate, becomes “True”. The detector component needs to satisfy three properties:

1. Safeness,

2. Progress, and

3. Stability

By safeness, we mean that the detector never allows $Z$ to witness $D$ incorrectly. Progress means that if $D$ is continuously “True”, $Z$ will eventually be become “True”. Stability means that once $Z$ becomes “True”, it continues to be unless $D$ becomes “False”. Examples of detectors in the literature abound, such as error detection codes, executable assertions [Hil00], comparators, and so on. However, if the detection predicate is such that it is not related to the safety specification of the program, then the error detection process will not be efficient. Hence, to design “relevant” detectors, they need to relate to the specification of the program. In the next section, we explain their role in fail-safe fault tolerance and relate it to their design.

4.2.1 Role of Detectors in Fail-Safe Fault Tolerance

We adopt the view of Arora and Kulkarni [AK98c] that a fault-tolerant program is the composition of a corresponding fault-intolerant program with fault tolerance components. Using the same system model as used in this work, Arora and Kulkarni proved that detectors are necessary and sufficient to establish fail-safe fault tolerance. Intuitively, a detector detects whether a given state (detection) predicate is satisfied in a given state. Instances of detectors can be executable assertions, error detection codes, self checks, and comparators.
4.2. AN OVERVIEW OF DETECTORS

Given our focus on fail-safe fault tolerance, we review the result of Arora and Kulkarni [AK98c] stating that detectors are necessary and sufficient to build fail-safe fault-tolerant applications. The main idea of the result is to use detectors to simply "halt" the program in a state where it is about to violate the safety specification. An important prerequisite for the Arora/Kulkarni sufficiency result is that specifications are fusion-closed. Fusion-closed specifications (Def. 16) allow to characterize a safety specification as a set of disallowed “bad” transitions (instead of a set of disallowed computation prefixes).

**Proposition 2** Let $SS$ be a safety specification, $p$ an $F$-intolerant program for $SS$ for fault class $F$. If $p$ violates $SS$ then there exists a transition $t \in \delta_p$ such that for all computations $\sigma$ of $p$ holds: If $t$ occurs in $\sigma$ then $\sigma \notin SS$.

**Proof.** Since $p$ violates $SS$, there exists a computation $\sigma$ which is not in $SS$. The fact that $SS$ is a safety property implies that $\sigma$ contains a minimal prefix, written $\alpha \cdot s \cdot s'$, which does not maintain $SS$ (i.e., which prevents the computation from being in $SS$). This prefix has at least length 2 because all initial states of $p$ maintain $SS$. We must now show that if $(s, s')$ occurs in any other computation $\rho$ of $p$, then $\rho \notin SS$:

1. For a contradiction, assume $\rho = \hat{\alpha} \cdot s \cdot s' \cdot \hat{\beta} \in SS$. We will show that $\alpha \cdot s \cdot s'$ maintains $SS$.
2. Since $SS$ is a safety property and $\rho \in SS$ (step 1), all prefixes of $\rho$ maintain $SS$.
3. From step 2 and because it is a prefix of $\rho$, computation $\hat{\alpha} \cdot s \cdot s'$ maintains $SS$.
4. From step 3 and definition of maintains: $\exists \delta : \hat{\alpha} \cdot s \cdot s' \cdot \delta \in SS$.
5. From assumption $\alpha \cdot s$ maintains $SS$, so from definition of maintains we have: $\exists \delta : \alpha \cdot s \cdot \delta \in SS$. 
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6. Because of fusion-closure of $SS$ and the steps 4 and 5 construct: $\alpha \cdot s \cdot s' \cdot \delta \in SS$.

7. Step 6 means that $\alpha \cdot s \cdot s'$ maintains $SS$, which is a contradiction to the fact that $\alpha \cdot s \cdot s'$ does not maintain $SS$.

We call the transitions identified in Proposition 2 bad transitions. Intuitively, to maintain a safety specification now requires to keep track of the current computation and take precautions not to run into one of the bad transitions which are disallowed by the safety specification. The safety specification of a program can thus be concisely represented as a set of bad transitions. Note that, in this work, we assume that the safety specification is provided as such, i.e., the smallest specification that contains the specification. If this is not the case, and if the specification of the program is expressed as a formula in temporal logic, the set of bad transitions can be obtained in polynomial time, by considering all transitions $(s, t): s, t \in S_p$.

From our restrictions of the fault model (Chapter 3, Section 3.7) (fault transitions cannot directly violate safety) we know that bad transitions must be program transitions (also from Proposition 2). A detector refines the guard of the corresponding action in such a way that the action is never executed whenever the computation could result in taking a bad transition. Formally, a detector for an action implements a state predicate $d$ which is “True” iff execution of the action starting in $d$ maintains the specification. In the programming notation, given an action $g \rightarrow st$, a detector for this action refines the guard to $g \wedge d$. Arora and Kulkarni formulate this fact in their original work as follows [AK98a, Theorem 4.3]:

**Theorem 1 (Sufficiency of detectors)** For each action $ac$ of $p$ there exists a predicate $d$ such that execution of $ac$ in a state where $d$ holds maintains $SS$. 
Definition 30 (Detector for an action) Let $SS$ be a safety specification. An $SS$-detector $d$ monitoring program action $ac$ of $p$ is a state predicate of $p$ which is guaranteed to exist according to Theorem 1.

We will simply talk about detectors instead of $SS$-detectors if the relevant safety specification is clear from the context. Taken together, Theorem 1 and Definition 30 state that it is sufficient to compose a given action with a relevant detector, which is guaranteed to exist, to ensure that the action executes safely.

Consider the transition system view of a program $p$ again. We define the notions of reachable/unreachable states/transitions in the presence/absence of faults [GV00, GV01].

Definition 31 (Reachable state) We say that a state $s$ is reachable by $p$ iff starting from an initial state of $p$ it is possible to construct a computation which contains $s$ using only transitions from $\delta_p$. Otherwise $s$ is unreachable.

Definition 32 (Reachable transition) A transition $(s,t)$ of $p$ is reachable iff state $s$ is reachable by $p$. Otherwise it is unreachable.

Definition 33 (Reachable state in the presence of faults) We say that a state $s$ is reachable by $p$ in the presence of faults $F$ iff starting from an initial state of $p$ it is possible to construct a computation which contains $s$ using only transitions from $\delta^F_p$. Otherwise $s$ is unreachable in the presence of faults.

Definition 34 (Reachable transition in the presence of faults) We say that a transition $(s,t)$ is reachable by $p$ in the presence of faults iff $s$ is reachable by $p$ in the presence of faults. Otherwise, $(s,t)$ is unreachable in the presence of faults.
Fig. 4.1 illustrates the concepts of reachable states/transition in the absence/presence of faults.

Observe that, starting from an initial state, in the absence of faults, all computations of $p$ satisfy the safety specification $SS$. Thus, the computations of $p$ go through those transitions (states) of $p$ that are reachable in the absence of faults. However, in the presence of faults, some transitions (states) which were unreachable in the absence of faults, now become reachable. Using the above terminology, detectors remove some of the program transitions which were unreachable by $p$ in the absence of faults, but become reachable in the presence of faults. In a sense, composing a program with detectors means to refine the original transition relation and eliminate certain program transitions so as to make bad transitions unreachable.

We close this section with a final remark regarding the assumption that specifications be fusion-closed. Informally spoken, fusion-closure guarantees that the entire history of a computation “is available” in the current state of the system, i.e., it is sufficient to observe the current state system to know whether the next step will result in a disallowed prefix. It has been observed [Gum93, AK98a] that specifications in the popular Unity logic [CM88] are fusion-closed, as are low-level specifications like C programs or transition systems. In general a specification that is not fusion-closed can be
converted into a fusion-closed specification through the addition of history variables. How this can be done in a way that minimizes the number of additional states remains a topic for further research.

In this section, we have provided an overview of detectors and their role and importance in the design of fail-safe fault tolerance. However, little is known about whether the detectors designed are efficient or not. To address this problem, we will first define the transformation problem of fail-safe fault tolerance (Section 4.3). We will then develop a theory that underpins an algorithm that solves the transformation problem.

4.3 The Transformation Problem

In this section, we will formally state the problem of transforming a fault-intolerant program \( p \) into a fail-safe fault-tolerant version \( p' \) for a given safety specification \( SS \) and fault model \( F \).

When deriving \( p' \) from \( p \), only fault tolerance should be added, i.e., \( p' \) should not satisfy \( SS \) in new ways in the absence of faults. Specifically, there are two conditions to be satisfied in the transformation problem:

- If there exists a transition \( (s, t) \) in \( p' \) that is not reached by \( p \) to satisfy \( SS \), then \( (s, t) \) cannot be used by \( p' \), since this means that there are other ways \( p' \) can satisfy \( SS \) in the absence of faults. Thus, the set of transitions of \( p' \) must be a subset of the set of transitions of \( p \).

- Also, if there exists a state \( s \) reachable by \( p' \) in the absence of faults that is not reached by \( p \) in the absence of faults, then this means that \( p' \) can satisfy \( SS \) differently from \( p \) in the absence of faults, and such a state \( s \) should not be reached by \( p' \) in the absence of faults. Thus, the set of states reachable by \( p' \) should be a subset of the set of states reachable by \( p \).
In general, these conditions result in the requirement that both programs should have the same set of fault-free computations. Formally, we define the transformation problem as follows:

**Definition 35 (Transformation for fail-safe fault tolerance)** Let SS be a safety specification, a fault model F, and p an F-intolerant program for SS. Identify a program p' such that the following three conditions hold:

1. p' satisfies SS in presence of F.
2. In the absence of faults, every computation of p' is a computation of p.
3. In the absence of faults, every computation of p is a computation of p'.

The transformation problem can also be formulated as a decision problem:

**Definition 36 (Decision problem for the transformation)** Let SS be a safety specification, a fault model F, and p an F-intolerant program for SS. Does there exist a program p' such that the following three conditions hold:

1. p' satisfies SS in presence of F.
2. In the absence of faults, every computation of p' is a computation of p.
3. In the absence of faults, every computation of p is a computation of p'.

Later in Section 4.5 we present a sound, and complete algorithm which solves the above transformation problem, i.e., we present an algorithm that systematically transforms a fault-intolerant program into a program that
satisfies the above three conditions. Soundness of the algorithm means that
the resulting program indeed solves the transformation problem. Complet-
eness of the algorithm means that if the solution to the decision problem is
true, then the algorithm will find the fail-safe fault-tolerant program.

The algorithm is based on a theory of detectors which we introduce in
the following section.

4.4 A Theory of Perfect Detectors

This section presents a theory of detector components which helps in the
design of efficient fail-safe fault-tolerant applications. The theory is centered
around the notion of an SS-inconsistent transition which is introduced in
Section 4.4.1. Using this notion, we identify correctness criteria for programs
composed with so-called perfect detectors in Section 4.4.2. Our algorithm
to add fail-safe fault tolerance presented in Section 4.5 directly follows from
the theory presented now.

4.4.1 Transition Consistency in the Context of Safety Spec-
fications

The intuition behind the definition of transition inconsistency is that if a
given computation violates the safety specification, then some “erroneous”
transition occurred in the computation, i.e., that transition is inconsistent
with the safety specification of the program. Specifically, consider a fault-
tolerant program $p$ with safety specification $SS$, and a computation $\alpha$ that
violates $SS$. From Propositions 1 and 2 we know that there exists a prefix
$\sigma$ of $\alpha$ that contains a bad transition.

When a computation violates safety, intuitively it means that the pro-
SS-inconsistent transition  Bad transition specified by the safety specification

1  2  3  4  5  6  
Initial state

SS-consistent transition

7  8  9  10  11

→ program transition in absence of faults
(reachable transition)

→ program transition in presence of faults
(reachable transition in the presence of faults)

→ fault transition

→ Bad transition specified by safety specification

Figure 4.2: An example to illustrate the concept of inconsistent transition

gram is on a “wrong path”, and such deviation has happened earlier. This intuition is captured by the SS-inconsistency concept, as defined below.

**Definition 37 (SS-inconsistent transitions)** Given a fault-intolerant program $p$ with safety specification $SS$, and a computation $\alpha$ of $p$ in the presence of faults. A transition $(s, s')$ is SS-inconsistent for $p$ with respect to $\alpha$ in presence of faults $F$ iff

- There exists a prefix $\alpha'$ of $\alpha$ such that $\alpha'$ violates $SS$

- $(s, s')$ occurs in $\alpha'$, i.e., $\alpha' = \sigma \cdot s \cdot s' \cdot \beta$,

- All transitions in $s \cdot s' \cdot \beta$ are in $\delta_p$,

- $\sigma \cdot s$ maintains $SS$.

We now illustrate this concept pictorially. From Fig. 4.2, transition $(7, 8)$ is SS-inconsistent for $p$ with respect to computation $\alpha = 1 \cdot 7 \cdot 8 \cdot 9 \ldots$. $\alpha$ violates $SS$ since it contains a bad transition, i.e., $(10, 11)$. Observe that transitions $(8, 9)$, and $(9, 10)$ are also SS-inconsistent for $p$ with respect to a given computation.

We now illustrate this definition: Consider the program $P_1$ in Figure 4.3 which reads two sensors, and then outputs the sum of the two readings. The safety specification $SS$ requires the output to be always between 10 and 25.
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![Program P1]

<table>
<thead>
<tr>
<th>Program P1</th>
</tr>
</thead>
<tbody>
<tr>
<td>var x init 1, y init 1, z init 10, c init 1 : int</td>
</tr>
<tr>
<td>c = 1 → x := read(); c := c + 1; // value between 5 and 10</td>
</tr>
<tr>
<td>c = 2 → y := read(); c := c + 1; // value between 5 and 15</td>
</tr>
<tr>
<td>c = 3 → z := x + y; c := c + 1</td>
</tr>
<tr>
<td>c = 4 → output(z); c := 1 // loop forever</td>
</tr>
</tbody>
</table>

F (faults):
- true → x := random [0...25]
- true → y := random [0...50]

Figure 4.3: Program to illustrate the concept of SS-inconsistent transitions.

The fault transitions indicate that, from each state, the value of variable x (respectively, y) can be arbritrarily changed to a value in the range of [0...25](respectively, [0...50]). Consider now computation α (states are given as triples ⟨x, y, z⟩, i.e., the program counter c is not explicitly given):

\[ α : ⟨1,1,10⟩ · ⟨10,1,10⟩ · ⟨10,5,10⟩ · ⟨10,5,15⟩ \]

Obviously, α satisfies SS and so no program transition is SS-inconsistent. Now consider computation β which violates SS:

\[ β : ⟨1,1,10⟩ · ⟨10,1,10⟩ · ⟨25,1,10⟩ · ⟨25,5,10⟩ · ⟨25,5,30⟩ \]

In β, a fault transition occurs after the second state, i.e., state ⟨10,1,10⟩, changing the value of x to 25. The subsequent program transition from ⟨25,1,10⟩ to ⟨25,5,10⟩ is SS-inconsistent, since the execution of the following program transition to state ⟨25,5,30⟩ causes a violation of the safety specification. The program transition from ⟨25,5,10⟩ to ⟨25,5,30⟩ is also SS-inconsistent. The first program transition and the fault transition are not SS-inconsistent.

Intuitively, an SS-inconsistent transition for a given program computation is a program transition where the subsequent execution of a sequence of program actions causes the computation to violate the safety specification. In a sense, SS-inconsistent transitions lead the program computation...
on the “wrong path”. The requirement of a sequence of program transitions in the prefix is to capture the fact that no precaution is being taken, and the inconsistent transition captures the fact that something harmful has occurred.

Now we define SS-inconsistency independent of a particular computation. This captures the fact that, starting from such a transition, it is possible to violate safety, i.e., if such a transition occurs during a computation, then there is a chance that this computation will violate safety.

**Definition 38 (SS-inconsistent transition for p)** Given a program p with safety specification SS. A transition \((s, s')\) is SS-inconsistent for p in presence of faults F iff there exists a computation \(\alpha\) of p in the presence of faults F such that \((s, s')\) is SS-inconsistent for p w.r.t. \(\alpha\) in presence of F.

Intuitively, a transition \((s, s')\) is SS-inconsistent for a program p if the transition starts leading the computation on the wrong path. From Fig. 4.2, transition \((7, 8)\) is SS-inconsistent for p since it has taken the computation on a possible wrong path, i.e., there can subsequently be safety violation.

In general, a transition can be SS-inconsistent w.r.t. a computation \(\alpha_1\), and not be SS-inconsistent w.r.t. \(\alpha_2\). This can be due to nondeterminism in program execution. To see this consider the program P2 in Figure 4.4. The safety specification SS mandates that \(10 \leq d \leq 50\) at all times. Consider now the following computation \(\alpha_1\) of P2 (a state is given as \(\langle w, x, y, z\rangle\)):

\[
\alpha_1 = \langle 1, 5, 1, 10 \rangle \cdot \langle 1, 10, 1, 10 \rangle \cdot \langle 1, 45, 1, 10 \rangle \cdot \langle 15, 45, 1, 10 \rangle \cdot \langle 15, 45, 15, 10 \rangle \cdot \langle 15, 45, 15, 60 \rangle
\]

In the second state a fault occurs setting \(x\) to 45 and effectively causing \(\alpha_1\) to violate SS after execution of a sequence of program transitions. Notice that the transition \(t = \langle \langle 1, 45, 1, 10 \rangle, \langle 15, 45, 1, 10 \rangle \rangle\) is SS-inconsistent for p w.r.t. \(\alpha_1\).
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Now consider computation \( \alpha_2 \) of \( p \):

\[
\alpha_2 = \langle 1, 5, 1, 10 \rangle \cdot \langle 1, 10, 1, 10 \rangle \cdot \langle 1, 45, 1, 10 \rangle \cdot \langle 15, 45, 1, 10 \rangle \cdot \langle 0, 45, 1, 10 \rangle \cdot \langle 0, 45, 0, 10 \rangle \cdot \langle 0, 45, 0, 45 \rangle
\]

Here again a fault happens in the second state but due to a lucky interleaving of program actions \( \alpha_2 \) maintains SS. Hence, the same program transition \( t \) as above is not SS-inconsistent for \( p \) with respect to \( \alpha_2 \).

<table>
<thead>
<tr>
<th>Program P2</th>
</tr>
</thead>
</table>
| \begin{align*}
| \text{var } w & \text{ init } 1, \text{ c1 init } 1 : \text{ int} / / \text{ process a} \\
| \text{var } x & \text{ init } 5, y \text{ init } 1, z \text{ init } 10, c2 \text{ init } 1 : \text{ int} / / \text{ process b} \\
| \text{process a:} & \\
| c1 & = 1 \rightarrow w := \text{ read}; c1 := c1 + 1; / / \text{ value between } 15 \text{ and } 25 \\
| c1 & = 2 \land x \leq 15 \rightarrow w := w + 5; c1 := 1; / / \text{ loop} \\
| c1 & = 2 \land x > 15 \rightarrow w := w - 15; c1 := 1; / / \text{ loop} \\
| \text{process b:} & \\
| c2 & = 1 \rightarrow x := \text{ read}; c2 := c2 + 1; / / \text{ value between } 0 \text{ and } 20 \\
| c2 & = 2 \rightarrow y := w; c2 := c2 + 1; \\
| c2 & = 3 \rightarrow z := y + x; c2 := c2 + 1; \\
| c2 & = 4 \rightarrow \text{ output}(z); c2 := 1; / / \text{ loop} \\
| \end{align*} |

\( F \) (faults):

\[
\text{true } \rightarrow x := \text{ random } [10, 45] \\
\text{true } \rightarrow w := \text{ random } [1, 50]
\]

Figure 4.4: Program containing two concurrent processes with a transition that is both SS-inconsistent and not SS-inconsistent w.r.t. two different computations.

If we cannot find a computation in the presence of faults for which a particular transition is SS-inconsistent then we say that this transition is SS-consistent. Specifically,

**Definition 39 (SS-consistent transition for \( p \))** Given a program \( p \) with safety specification SS. A transition \((s, s')\) is SS-consistent for \( p \) in presence of faults \( F \) iff \((s, s')\) is not SS-inconsistent for \( p \) in presence of \( F \).

For example, from Fig. 4.2, transition \((1, 2)\) is SS-consistent for \( p \). Transition \((13, 14)\) is also SS-consistent for \( p \). The notion of SS-consistent transition captures the fact that executing such a transition is inherently safe,
i.e., there is no chance of safety being violated unless something harmful occurs.

The notion of an $SS$-inconsistent transition is a characteristic of a computation that violates $SS$, and is captured by the following proposition (Prop. 3).

**Proposition 3** Given a fault-intolerant program $p$ with a safety specification $SS$. Every computation $\alpha$ of $p$ in the presence of faults that violates $SS$ contains an $SS$-inconsistent transition for $p$ w.r.t. $\alpha$ in presence of $F$.

**Proof.**

1. Because $p$ is $F$-intolerant, there exists a computation $\alpha$ of $p$ in the presence of faults such that $\alpha \notin SS$.

2. From step 1 and Proposition 2 there exists a bad transition $(s, s')$ in $\alpha$.

3. From step 2 and the restriction of $F$ follows that $(s, s') \in \delta_p$.

4. From step 3 and Definition 37, $(s, s')$ is $SS$-inconsistent for $p$ w.r.t. $\alpha$.

$\square$

Earlier, we have characterized inconsistent transitions by their ability of causing computations to violate safety. Since a bad transition is reachable only in the presence of faults, inconsistent transitions can also be characterized through the reachability of bad transitions.

**Proposition 4** Given a fault-intolerant program $p$ with a safety specification $SS$. If $(s, s')$ is an $SS$-inconsistent transition for $p$ in the presence of faults $F$, then a bad transition is reachable starting from $s$ using only program transitions from $\delta_p$.

**Proof.** The proof follows directly from the definition of $SS$-inconsistent transitions and Proposition 2. $\square$
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Reachability of bad transitions in $\delta_p$ leads to the following observation.

**Proposition 5** Given a fault-intolerant program $p$ for safety specification $SS$. Every $SS$-inconsistent transition for $p$ in presence of faults $F$ is not reachable in the absence of faults $F$.

**Proof.**

1. For a contradiction, assume the start state $s$ of an $SS$-inconsistent transition $(s, s')$ is reachable in the absence of faults.
2. Step 1 implies that there exists a computation $\alpha \cdot s \cdot s'$ of $p$ in the absence of faults.
3. From the fact that $(s, s')$ is inconsistent, and Proposition 4 there exists a computation $s \cdot s' \cdot \beta$ of $p$ in the absence of faults in which a bad transition occurs.
4. From steps 2 and 3 follows that there exists a computation $\sigma = \alpha \cdot s \cdot s' \cdot \beta$ of $p$ in the absence of faults containing a bad transition.
5. From step 4 and Proposition 2 there exists a computation of $p$ in the absence of faults which violates $SS$.
6. From step 5 $p$ violates $SS$ in the absence of faults, a contradiction.

$\square$

Note that the previous observation cannot be strengthened to an equivalence (a non-reachable transition in the absence of faults must not be $SS$-inconsistent). But it can be reformulated to characterize reachable transitions in the absence of faults as $SS$-consistent.

**Corollary 1** Given a fault-intolerant program $p$ for a safety specification $SS$. Every reachable transition $(s, s') \in \delta_p$ in the absence of faults $F$ is $SS$-consistent for $p$ in the presence of faults $F$.

In the next section, we introduce the notion of perfect detectors using the terminology of $SS$-(in)consistency.
4.4.2 Perfect Detectors

From the previous section, we observed that SS-inconsistent transitions are those transitions that can lead a program to violate its safety specification in the presence of faults, if no precautions are taken. Detectors, as we explained in Section 4.2, are a means to implement these precautions. However, as pointed out by Leveson et al. in [LCKS90], design of efficient detectors is inherently complex. Hence, we introduce the class of perfect detectors.

Perfect detectors are a means to efficiently implement these precautions. The definition of perfect detectors follows two design principles: A (perfect) detector $d$ monitoring a given action $ac$ of program $p$ needs to (1) "reject" the starting states of all transitions induced by $ac$ that are SS-inconsistent for $p$ in the presence of faults, and (2) "keep" the starting states of all induced transitions that are SS-consistent for $p$ in the presence of faults. These two properties are captured in the definition of completeness and accuracy of detectors (the notions are defined in analogy to Chandra and Toueg [CT96]).

**Definition 40 (Detector accuracy)** Given a program $p$ with safety specification $SS$, and a program action $ac$ of $p$. A detector $d$ monitoring $ac$ is $SS$-accurate for $ac$ in $p$ in the presence of faults $F$ iff for all transitions $(s, s')$ induced by $ac$ holds: if $(s, s')$ is $SS$-consistent for $p$ in the presence of $F$, then $s \in d$.

The accuracy property captures the fact that efficient detectors should not make mistakes. Thus, if a detector detects that a transition is safe, then it "accepts" the state.

**Definition 41 (Detector completeness)** Given a program $p$ with safety specification $SS$, and a program action $ac$ of $p$. A detector $d$ monitoring action $ac$ is $SS$-complete for $ac$ in $p$ in the presence of faults $F$ iff for all
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transitions \((s, s')\) induced by \(ac\) holds: if \((s, s')\) is \(SS\)-inconsistent for \(p\) in presence of \(F\), then \(s \not\in d\).

On the other hand, the completeness property captures the notion that a detector should “reject” all harmful transitions.

**Definition 42 (Perfect detector)** Given a program \(p\) with safety specification \(SS\), and a program action \(ac\) of \(p\). A detector \(d\) monitoring \(ac\) is \(SS\)-perfect for \(ac\) in \(p\) in presence of faults \(F\) iff \(d\) is both \(SS\)-complete and \(SS\)-accurate for \(ac\) in \(p\) in presence of \(F\).

Where the specification is clear from the context we will write accuracy instead of \(SS\)-accuracy (the same holds for completeness and perfection). Overall, the perfectness property of detectors captures the fact that such a detectors detect all harmful faults, and do not make mistakes.

Intuitively, the completeness property of a detector is related to the safety property of the program \(p\) in the sense that the detector should filter out all “harmful” \(SS\)-inconsistent transitions for \(p\), whereas the accuracy property relates to the liveness specification of \(p\) in the sense that the detector should not rule out \(SS\)-consistent transitions. This intuition is captured by the following lemmas. The first one (Lemma 1) uses the accuracy property to show that the fault free behavior of a program is not affected by adding perfect detectors. Intuitively, this also means that, in the absence of faults, addition of perfect detectors to a program does not cause the original program to lose any of its behavior. The next one (Lemma 2) uses the completeness property to show that perfect detectors indeed establish fail-safe fault-tolerance. Intuitively, this also means that these detectors are efficient, in the sense that they do not make mistakes, and they also cause “rejection” of all “harmful” transitions. Jhumka et al. introduced the concept of \(SS\)-globally consistent detectors in [JHCS02]. As mentioned
in [JHS03], a set of (SS-) perfect detectors for different actions in program $p$ with safety specification $SS$ is $SS$-globally consistent for $p$.

**Lemma 1 (Perfect detectors and fault-free behavior)** Given a fault-intolerant program $p$ and a set $D$ of perfect detectors, consider program $p'$ resulting from the composition of $p$ and $D$. Then the following statements hold:

1. In the absence of faults, every computation of $p'$ is a computation of $p$.
2. In the absence of faults, every computation of $p$ is a computation of $p'$.

**Proof.**

1. From Corollary 1, every program transition which is reachable in $p$ is $SS$-consistent.

2. From construction, $p'$ results from adding perfect detectors to $p$. Because they are perfect (Definition 42), they are accurate.

3. From steps 1, 2 and the definition of accuracy, all $SS$-consistent transitions of $p$ are also transitions of $p'$.

4. Steps 1 and 3 imply that every reachable transition in $p$ is also reachable in $p'$.

5. Step 4 implies that every computation of $p$ is also a computation of $p'$, proving the first claim of the lemma.

6. From the definition of a detector (Definition 30) follows that composition with detectors does not introduce new state transitions.

7. Step 6 implies that $\delta_{p'} \subseteq \delta_p$. 
8. Step 7 implies that every computation of $p'$ is also a computation of $p$, proving the second claim of the lemma.

Lemma 1 intuitively suggests that, in the absence of faults, program $p$, and its corresponding fail-safe fault-tolerant program have identical behaviors. What it also suggests is that any other detector that is designed defensively (defensive programming) interferes with the behavior of the fail-safe fault-tolerant program in the absence of faults. Specifically, it means that there exists valid (SS-consistent) transitions that are however ruled out by the detector, hence liveness is compromised.

To understand the behavior of a program in the presence of faults, we make use of the notions of critical actions, which we formalized here. Intuitively, a critical action is one which if executed in an erroneous state will cause violation of safety.

**Definition 43 (Critical and non-critical actions)** Given a program $p$ with safety specification $SS$, and fault model $F$. An action $ac$ of $p$ is said to be critical iff there exists a transition $(s,t)$ induced by $ac$ such that $(s,t)$ is a bad transition (Proposition 2) that is reachable in presence of faults $F$. An action is non-critical iff it is not critical.

Thus, the set of bad transitions reachable in the presence of faults define a set of critical actions.

**Lemma 2 (Perfect detectors and behavior in the presence of faults)**

Given a fault-intolerant program $p$ for a safety specification $SS$. Given also a program $p'$ by composing the critical actions of $p$ with perfect detectors. Then, $p'$ satisfies $SS$ in presence of faults.

**Proof.**
1. For a contradiction assume that $p'$ violates $SS$. From definition of violates follows that there exists a computation $\sigma$ of $p'$ which is not in $SS$.

2. Step 1 and Proposition 2 imply that there a bad transition $(s, s')$ occurs in $\sigma$.

3. Because of the restrictions on the fault model (critical variables are not affected), the transition $(s, s')$ from step 2 must be a program transition (i.e., $(s, s') \in \delta_{p'}$)

4. From step 3, and Definition 43, there exists a critical action $ac$ that induces the bad transition from step 3

5. From Definition 37 and step 3 the transition $(s, s')$ is $SS$-inconsistent.

6. Consider the critical program action $ac$ (from step 4) causing the bad transition. From construction of $p'$, $ac$ is composed with a perfect detector $d$.

7. From step 5 and because $d$ is perfect, it is also complete.

8. Because $d$ is complete (step 6), $d$ monitors $ac$ (step 5) and transition $(s, s')$ induced by $ac$ is $SS$-inconsistent (step 4), the definition of completeness implies that $s \not\in d$.

9. Step 7 implies that $(s, s') \not\in \delta_{p'}$ which contradicts step 3.

Thus, Lemma 2 shows that perfect detectors for critical actions are sufficient for design of fail-safe fault-tolerant program. Overall, composing the critical actions of a fault-intolerant program $p$ (resulting in $p'$) with perfect detectors ensures that (i) in the absence of faults, $p$ and $p'$ have identical
behavior, and (ii) in presence of faults, \( p' \) is fail-safe fault-tolerant (From Lemmas 1 and 2).

**Lemma 3 (Perfect Detection and Safety Specification)** Given a fault-intolerant program \( p \) with safety specification \( SS \), which is encoded as a set of bad transitions \( ss \), and a fault class \( F \). Given also a program \( p' \), such that \( p' = p \setminus ss_r \), where \( ss_r \subseteq ss \) is the set of all reachable bad transitions using transitions in \( \delta_F^p \). Then, the following hold:

1. In the absence of faults, every computation of \( p \) is a computation of \( p' \)
2. In the absence of faults, every computation of \( p' \) is a computation of \( p \)
3. In the presence of faults, \( p' \) is fail-safe fault-tolerant.

We prove the first part of the claim:

**Proof.**

1. From Def. 38, \( ss \) contains only \( SS \)-inconsistent transitions for \( p \).
2. From Propositions 3, and 4, only \( SS \)-inconsistent transitions are removed from \( p' \).
3. From step 3, no \( SS \)-consistent transition for \( p \) is removed in \( p' \).
4. From step 3, all \( SS \)-consistent transitions of \( p \) are also transitions of \( p' \).
5. From Corollary 1 and step 4, all reachable transitions of \( p \) in absence of faults are reachable by \( p' \) in absence of faults.
6. From step 5, every computation of \( p \) is a computation of \( p' \) in absence of faults.
The proof of the second part of the claim follows:

**Proof.**

1. From Def. 38, $ss$ contains only $SS$-inconsistent transitions for $p$.

2. From Propositions 3, and 4, only $SS$-inconsistent transitions are removed from $p'$.

3. From step 3, and by construction, no transition is added in $p'$.

4. From step 3, no transition is added in $p'$ that is reachable in the absence of faults.

5. From step 4, $\delta'_p \subseteq \delta_p$.

6. From step 5, every computation of $p'$ is a computation of $p$ in absence of faults.

The proof of the third claim follows: We assume that $p'$ is not a fail-safe fault-tolerant program, and then show a contradiction.

**Proof.**

1. Assume $p'$ is not a fail-safe fault-tolerant program. There exists a computation $\alpha$ of $p'$ such that $\alpha$ violates $SS$ in presence of faults.

2. From Prop. 2, there exists a bad transition $(s, s')$ in $\alpha$.

3. From step 3, $(s, s')$ is not removed in $p'$.

4. From step 3, $(s, s')$ is reachable using transitions in $\delta'_p$.

5. Contradiction, since by construction of $p'$, all bad transitions reachable by using transitions in $\delta'_p$ have been removed.
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Thus, from Lemma 3, \( p' = p \setminus ss_r \) solves the transformation problem. Also, removing \( ss_r \) from \( \delta_p \) can be likened, following Lemma 2, to composing the critical actions of \( p \) with perfect detectors.

We now present a result on the existence of perfect detectors.

**Lemma 4 (Existence of perfect detectors)** Given a program \( p \) with safety specification \( SS \), and fault class \( F \). For every critical action \( ac \) in \( p \), there exists a detector \( D \) such that \( D \) is perfect for \( ac \) in \( p \).

**Proof.**

1. Action \( ac \) in \( p \) is critical

2. From 1, and Definition 43, there exists a set of bad transitions \( B = \{(s,t) : (s,t) \text{is a bad transition} \land (s,t) \text{induced by } ac\} \).

3. Let \( ac_r \) be the set of transitions induced by \( ac \) reachable in the presence of faults.

4. From steps 3, and 3, the set \( O = ac_r \setminus B \) is the set of all transitions induced by \( ac \) reachable in presence of faults that will not cause violation of \( SS \) when executed.

5. From step 4, set \( O \) does not contain any reachable transition \( (s,t) \) induced by \( ac \) that is \( SS \)-inconsistent (bad) for \( p \).

6. From step 4, set \( O \) contain all reachable transitions \( (s,t) \) induced by \( ac \) that are \( SS \)-consistent for \( p \).

7. From steps 5, and 6, the set \( OS = \{s : (s,t) \in O\} \) defines a state predicate (thus a detector) that is perfect for \( ac \) in \( p \).
Thus, we have shown that for every critical action $ac$ of a program, there exists a perfect detector for $ac$ in $p$. At this point, since we for every critical action of a program, there exists a perfect detector, the question is: how do we design these?

### 4.4.3 Constructing Perfect Detectors

Finally, we study how to construct perfect detectors for critical actions. This will also provide a basis for automated construction of such detectors.

**Theorem 2 (Constructing perfect detectors)** Given a fault-intolerant program $p$ with safety specification $SS$, and fault model $F$. The following two statements are equivalent:

1. The program $p'$ is obtained by composing each critical action $ac$ of $p$ with a perfect detector for $ac$ in $p$ in presence of $F$.

2. Each bad transition of $p$ reachable in the presence of $F$ is unreachable in $p'$ in presence of $F$, and each transition of $p$ which is not bad and reachable in the presence of $F$ is also reachable in $p'$ in presence of $F$.

**Proof.** We first indirectly show the implication from statement 1 to 2. So we assume statement 1 and assume the negation of statement 2 and derive a contradiction.

1. So assume there exists a bad transition $(s,t)$ of $p$ that is reachable in the presence of $F$ that is also reachable in $p'$ in the presence of $F$. This transition must be induced by some action $ac$. According to Definition 43, $ac$ must be a critical action.

2. From step 1 and Proposition 2 there exists a computation $\alpha$ of $p'$ such that $(s,t)$ occurs in $\alpha$, and $\alpha$ violates $SS$. From Definition 37 the transition $(s,t)$ is $SS$-inconsistent for $p'$ w.r.t. $\alpha$ in the presence of $F$. 
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3. From step 2, the detector \( d \) monitoring \( ac \) in \( p' \) is such that \( s \in d \).

4. From steps 2 and 3 and Definition 41 the detector \( d \) is not complete and hence not perfect, which contradicts statement 1.

We now indirectly prove the implication from statement 2 to 1. We assume that there exists a critical action \( ac \) in \( p' \) which is composed with a detector \( d \) that is not perfect and derive a contradiction. Detector \( d \) being not perfect can mean two things: either \( d \) is not complete or it is not accurate. First consider the case that \( d \) is not complete.

1. Since \( d \) is not complete, there exists a reachable transition \((s, s')\) induced by \( ac \) which is SS-inconsistent for \( p' \) in the presence of \( F \) and for which holds that \( s \in d \).

2. Since \((s, s')\) is SS-inconsistent for \( p' \), a bad transition is reachable in \( p' \) in the presence of \( F \) which is unreachable in \( p \).

3. Step 2 contradicts the first part of statement 2.

Now we consider the case that \( d \) is not accurate.

1. Since \( d \) is not accurate there exists a transition \((s, s')\) induced by \( ac \) which is SS-consistent for \( p' \) but for which also holds that \( s \not\in d \).

2. Since \((s, s')\) is SS-consistent, \((s, s')\) is not a bad transition.

3. From steps 1 and 2 a transition which is not bad is reachable in \( p \) but unreachable in \( p' \) in the presence of \( F \). This contradicts the second part of statement 2 of the theorem.

\( \Box \)

The algorithm for synthesizing perfect detectors (or fail-safe fault-tolerant programs with perfect detection) is based directly on Theorem 2.
4.5 An Algorithm for Perfect Detectors

In this section, we present a sound and complete algorithm for synthesizing fail-safe fault-tolerant programs with perfect detection. Based on the fact that composing critical actions of a fault-intolerant program \( p \) with perfect detectors results in a fail-safe fault-tolerant program \( p' \) whose behavior in the absence of faults is identical to that of \( p \).

```plaintext
add-perfect-fail-safe(\( \delta_p, \delta_F, ss \): set of transitions):
{
    ss_r := get-ssr(\( \delta_p, \delta_F, ss \))
    return \( (p' = p \text{ where transition relation is } \delta_p \setminus ss_r) \)
}

get-ssr(\( \delta_p, \delta_F, ss \): set of transitions):
{
    ss_r := \{ (s,t) | (s,t) \in ss \text{ and } (s,t) \text{ is reachable using transitions in } \delta_p^F \}
    return \( (ss_r) \)
}
```

Figure 4.5: Algorithm to synthesize fail-safe fault-tolerant program with perfect detection.

**Theorem 3 (Correctness the of transformation algorithm)** The algorithm in Figure 4.5 solves the transformation problem of Definition 4.8.

**Proof.** Since the algorithm constructs \( p' \) by removing the set \( ss_r \) of all bad transitions reachable by using transitions in \( \delta_p^F \), we can apply Lemma 3 \( \square \)

**Theorem 4 (Perfect Detection)** Given a fault-intolerant program \( p \) with safety specification \( SS \) encoded as a set \( ss \) of bad transitions, and fault class \( F \). Program \( p' := \text{add-efficient-fail-safe}(p, F, ss) \) has perfect detection.
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Proof.

1. All $\tau \in ss_r$ are transitions induced by critical actions (fault model).

2. From step 1, removing set $ss_r$ is equivalent to composing critical actions of $p$ with detectors.

3. From Lemmas 1, 2, and 3, $p'$ has perfect detectors.

4. From steps 3, and 3, the detectors for the critical actions of $p$ are perfect.

\[\square\]

We say that $p'$ is fail-safe fault-tolerant to $F$ (or fail-safe $F$-tolerant), and has perfect detection to $F$.

Theorem 5 (Soundness and Completeness) Algorithm add-perfect-fail-safe is sound and complete.

Soundness means that the resulting program solves the transformation problem, while completeness means that if the result of the corresponding decision problem is true, i.e., the fail-safe fault-tolerant program exists, then the algorithm finds it.

Proof.

The proof of soundness (from Lemma 3), and completeness (by construction) is straightforward.

\[\square\]

Complexity of Algorithm add-perfect-fail-safe

We now provide a brief analysis of the complexity of the algorithm:

1. Assume that the number of bad transitions specified by $ss$ be $m$. 
2. Assume that the maximum number of transitions visited to determine reachability of a bad transition is \( n \). Then, the number of transitions visited is \( O(n) \).

3. Therefore, maximum number of transitions visited when computing set \( ss_r \) is \( O(m \cdot n) \).

4. Removing set \( ss_r \) has complexity \( O(m) \), since the size of set \( ss_r \) is \( O(m) \).

5. Overall, the algorithm in Figure 5.1 has complexity \( O(m \cdot n + m) = O(m \cdot n) \), where \( m \) is the number of bad transitions specified by \( ss \), and \( n \) is the maximum number of transitions considered to ascertain reachability.

The complexity of our algorithm is no more than the complexity of another algorithm presented by Kulkarni, and Arora [KA00], which also has polynomial complexity in the state space of the program. An instance of algorithm \textit{add-perfect-fail-safe} was introduced by Jhumka \textit{et al.} in [JHCS02] that generates a set of perfect detectors. In fact, Jhumka \textit{et al.} performed a fault-injection experiment on a medium-scale embedded system for an aircraft arrestment system to ascertain the viability of the concept of perfect detectors in [JHS03]. The main finding was that perfect detectors (i) indeed detect errors that lead to violation of safety, (ii) make no detection mistakes.

In the next section, we present several case studies showing the applicability of our approach.

### 4.6 Three Case Studies

In this section, we present several simple examples to show how the algorithm \textit{add-perfect-fail-safe} works.
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Bad transition specified by the safety specification

- - - program transition in absence of faults
(reachable transition)
- - - program transition in presence of faults
(reachable transition in the presence of faults)
- - - fault transition F
- - - Bad transition specified by safety specification

Figure 4.6: Example program p in the presence of faults

4.6.1 A Simple Example

In Fig. 4.6, we show a program p, together with the fault transitions that can affect it. For example, transition (1, 7) is a fault transition. There are two bad transitions that are specified by the safety specification SS of the program, namely transitions (10, 11), and (20, 21). From Lemma 3, and algorithm add-perfect-fail-safe, we need to remove only the set ss of bad transitions, as specified by the safety specification SS of the program, to make it fail-safe fault-tolerant. Thus, add-perfect-fail-safe(δp, δf, {(10, 11), (20, 21)}) will result in the removal of all the transitions in ss from the program.

This is depicted in Fig. 4.7. Observe that there can no longer exist a computation of p' in presence of faults that will include a bad transition. Thus, the resulting program p' is fail-safe fault-tolerant, and program p' solves the transformation problem.

4.6.2 A Majority Voter System

We recall how a triple modular redundant (TMR) majority voter system works. The system consists of three inputs in.1, in.2 and in.3 from three processes p1, p2, and p3 respectively, and an output variable, called out. For simplicity, we consider the case where each process pi inputs a binary value in.i to the voter. In the absence of faults, all three values are identical.
For the majority voter system, the class of faults that we consider is one that can corrupt the input value of at most one of the three processes. In the absence of faults, all inputs are identical and the value of the output variable `out` can be set to that of any `in.i`, for any process `p_i`.

Thus, the fault-intolerant majority voter program can be written as follows:

\[
\text{ITMR1 :: } out = ? \rightarrow out := in.1
\]

Variable `out = ?` means that the output has not yet been set. In the absence of faults, the value of the output variable is set to that of `in.1`.

The faults transitions `F` that we can consider are those transitions that corrupt the input value `in.i` from at most one process `p_i`, setting it to some arbitrary value. Thus, in our example, the fault transitions considered can be represented as such:

\[
F :: (in.1 = in.2) \lor (in.1 = in.3) \rightarrow in.1 = \bot
\]

In presence of faults `F` that can corrupt the input value from process `p_1`, i.e., `in.1`, the `out` variable can be wrongly set, i.e., it obtains its value from a corrupted value of `in.1`. The specification of a majority voter is
that it always outputs the majority of its inputs, and its safety specification is such that it never outputs a value that is not the majority, i.e., a fail-safe majority voter will never output a corrupted value (under our assumed fault model), though it may deadlock in presence of faults. However, as we explained before, a fail-safe fault-tolerant program needs to satisfy only its safety specification in presence of faults.

Thus, every transition that sets the output variable \( \text{out} \) to a corrupted value should be removed. Specifically, consider set
\[
T = \{ t : ((t(\text{out}) = t(\text{in}.1)) \land (t(\text{in}.1) \neq t(\text{in}.2)) \land (t(\text{in}.1) \neq t(\text{in}.3))) \},
\]
where \( s(v) \) is the value of variable \( v \) in state \( s \), and set \( T \) represents the set of states where variable \( \text{out} \) is incorrectly set, i.e., variable \( \text{out} \) is not set to the majority value. Hence, any transition \((s, t) : t \in T\) is a bad transition for the TMR program, ITMR1, i.e., \( ss = \{(s, t) : t \in T\} \).

Thus, running algorithm \textit{add-perfect-fail-safe} results in removing set \( ss \) from program TMR. Removing set \( ss \) from TMR means that all the remaining transitions that set the output variable \( \text{out} \) set \( \text{out} \) to a majority value, whenever \( \text{out} \) is not already set. In other words, all the other remaining transitions that set \( \text{out} \) to \( \text{in}.1 \), they start from a state where \( \text{out} \) is different from \( \text{in}.1 \), and where \( \text{in}.1 \) is equal to at least one of the other input variables, i.e., \( \text{in}.1 = \text{in}.2 \lor \text{in}.1 = \text{in}.3 \). Thus, in detector terms, we need to check that \( \text{in}.1 \) is equal to the input value of at least one of the other processes. Hence, the fail-safe fault-tolerant program majority voter, FSTMR1, is:

\[
\text{FSTMR1} :: (\text{out} \neq \text{in}.1) \land ((\text{in}.1 = \text{in}.2) \lor (\text{in}.1 = \text{in}.3)) \rightarrow \text{out} := \text{in}.1
\]

**Theorem 6 (Fail-safe TMR)** Program \( \text{FSTMR1} \) is fail-safe fault-tolerant with perfect detection to faults that corrupt the input of at most one process.
Observe that if faults can arbitrarily corrupt the output out of the TMR system, then no fail-safe fault-tolerant TMR exists, hence our focus on tolerable fault models.

4.6.3 Token Ring

In this example, we present an example of a fail-safe fault-tolerant version of the token ring. We first recall the mutual exclusion algorithm using a token ring.

Multiple processes wait to access their critical section. They can do so provided that at any one time, at most one process is accessing its critical section. This is the safety specification for a mutual exclusion algorithm. Also, no process waits indefinitely to access its critical section, assuming that each process leaves its critical section in finite "time". This is the liveness specification of a mutual exclusion protocol.

We assume a collection of processes arranged in a ring. Mutual exclusion can be achieved in such a scenario by circulating a token among these processes, and a process accesses its critical section only upon receipt of the token. The token is circulated among the processes in a particular direction. For the token ring, the safety specification is that at most one process holds the token at any one time. In this example, we present a fail-safe fault-tolerant version of a token ring, i.e., in the presence of faults, at most one process holds the token.

Processes 0...N are arranged in a ring. Process \( k \), \( 0 \leq k < N \) passes the token to process \( k + 1 \), whereas process \( N \) passes the token to process 0. Each process \( k \) has a binary variable, \( t.k \), and a process \( k, k \neq N \) holds the token iff \( t.k \neq t.(k + 1) \), and process \( N \) holds the token iff \( t.N = t.0 \).

The fault-intolerant program for the token ring is as follows (+2 is modulo-2 addition):
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\[ \begin{align*}
  \text{ITR1} &:: k \neq 0 \land t.k \neq t.(k - 1) \rightarrow t.k := t.(k - 1) \\
  \text{ITR2} &:: k = 0 \land t.k \neq t.N + 1 \rightarrow t.k := t.N + 1
\end{align*} \]

**Fault action:** The fault action that we consider is

\[ F :: \text{true} \rightarrow t.k := \bot \]

**Note:** In general, we assume faults like timing faults, message loss, or duplication etc. However, we assume that when such faults occur, a process \( k \) sets its variable \( t.k = \bot \). In this sense, representing the faults as \( F \) above is representative of a large class of faults. Moreover, these faults are then detectable. Also, there can be any number of state corruptions.

The safety specification of the token ring is that at any time no more than one process holds the token. In presence of faults, especially when \( t.k = \bot \), no action based on \( t.k \) should be taken, just in case process \( k + 1 \) receives a duplicate token inadvertently. Hence, all transitions of process \( k \) that occur when the state of process \( (k - 1), t.(k - 1) = \bot \) will lead to safety violation, and should be removed. Thus, we only allow process \( k \) to execute its action when \( t.(k - 1) \neq \bot \).

Thus, applying *add-perfect-fail-safe* to the fault-intolerant token ring \( ITR \), the resulting fail-safe fault-tolerant token ring \( FSTR \) is:

\[ \begin{align*}
  \text{FSTR1} &:: t.(k - 1) \neq \bot \land k \neq 0 \land t.k \neq t.(k - 1) \rightarrow t.k := t.(k - 1) \\
  \text{FSTR2} &:: t.N \neq \bot \land k = 0 \land t.k \neq t.N + 1 \rightarrow t.k := t.N + 1
\end{align*} \]

**Theorem 7 (Fail-safe TR)** Program \( FSTR \) is fail-safe fault-tolerant to faults that corrupt the state of any process.
4.7 Chapter Summary

In this chapter, we have presented a novel theory of detector components for the design of fail-safe fault-tolerant programs. This theory allows to derive a transformation algorithm which automatically adds fault-tolerance ability with perfect detection. Specifically, we have made three important contributions in this chapter: (i) We have presented a novel theory of detectors, and (ii) identified a class of detectors called perfect detectors, and then explained their role, and importance in fail-safe fault-tolerant programs, (iii) we have provided an algorithm that adds perfect detectors to a fault-intolerant program to synthesize a fail-safe fault-tolerant program.

The motivation for perfect error detection is obvious in adaptive systems. In adaptive systems, usually (in periods of non-perturbation) a fault-intolerant program $p$ executes. During periods of perturbation, a fault-tolerant version $p'$ of $p$ (with possibly lower efficiency) is switched in. If a detector is not accurate, then $p'$ may be switched in, even when there is no perturbation, lowering the efficiency of the system. If the detector is not complete, it might fail to detect an error entirely. Hence, perfect detection is necessary if the system is to be correct and efficient.

We close this chapter with a final remark concerning an observation made by Arora and Kulkarni [AK98b, Sect. 3]. The authors observed that “based on their experience”, when designing fail-safe fault-tolerant programs, the detectors for non-critical actions are trivial, i.e., “true”, whereas the detectors for critical actions are non-trivial. Lemma 2 is the first formal justification of the validity of Arora and Kulkarni’s observation since it shows that it is sufficient to compose critical actions with perfect detectors to ensure fail-safe fault-tolerance. Proving this statement was made possible by our notions of accuracy and completeness of detectors. In this sense these properties can be regarded as a concretization of “non-trivial”.
Chapter 5

Fast Detectors: A Basis for Fast Error Detection

In the previous chapter 4, we introduced the concept of perfect detection (perfect detectors), i.e., the ability of a detector to detect all harmful faults, and not making any mistakes. This represents one aspect of efficiency of fail-safe fault-tolerant programs.

In this chapter, we look at a second aspect of efficiency of fail-safe fault-tolerant programs, namely fast error detection. We introduce the concept of fast detection, and is based upon the concept of SS-consistency and SS-inconsistency, as defined in Chapter 4. Further, while providing for fast error detection, we endeavor to preserve the ability for perfect error detection. In this chapter, we make the following contributions:

1. We present a theory of fast and perfect detection, and formalize a metric, called detection latency, that can be used to (i) estimate the detection latency of a fail-safe fault-tolerant program, and (ii) compare the detection latency efficiency of different fail-safe fault-tolerant programs.

2. We present a sound, and complete algorithm that, given a fault-intolerant program $p$ with safety specification $SS$ and fault model
$F$, synthesizes a fail-safe fault-tolerant program with perfect detection, and minimal latency. As way of contrast, the algorithm of chapter 4 synthesizes fail-safe fault-tolerant programs with perfect detection only.
5.1 Introduction

Given the pervasiveness of current computer systems, their ability to tolerate effect of faults is becoming increasingly important, as shown in Chapter 4. When such (harmful) faults occur, they can corrupt the state of the program. When a variable is corrupted, and its corrupted value is used to update the value of another variable, error is said to propagate. If no immediate action is taken, the error may propagate beyond a given boundary. When the error propagates beyond the “system” boundary, a failure is said to occur. Thus, as we showed in Chapter 4, composing critical actions with perfect detectors will prevent the errors from propagating beyond the “system” boundary. If the system/program to be designed is only needed to be fail-safe fault-tolerant, one only needs to compose critical actions with perfect detectors.

However, as we mentioned in Chapter 1, when designing a masking fault-tolerant program, designing a corresponding fail-safe fault-tolerant program can be the first step of the process. Hence, as we explained in Chapter 1 on the design of fault tolerance, once an error is detected, it needs to be corrected too. However, the greater the error propagation, the greater is the recovery process. To see this, consider the following: assume that in a given program p, the value of a variable $v_1$ is used to update the value of another variable $v_2$. Now, a fault occurs that corrupt the value of $v_1$, and the resulting error is detected, before $v_2$ is updated. During recovery, only the value of $v_1$ needs to be “recovered”. However, if $v_2$ is updated with the corrupted value of $v_1$, then during recovery, both the value of $v_1$, and $v_2$ needs to be recovered. Hence, the recovery process is more complicated. Thus, from the point of view of recovery, the earlier the error is detected, the simpler the error recovery process. Thus, in this chapter, we present a theory of fast error detection.
76 CHAPTER 5. FAST DETECTORS: A BASIS FOR FAST ERROR DETECTION

The theory of fast detection is also based on the notion of $SS$-consistency and $SS$-inconsistency of transitions, developed in Chapter 4. Recall that a given detector monitors a certain program action. If the state of a program is such that safety can potentially be violated by execution of program actions alone (see definition of $SS$-inconsistent transitions – Def 37 – Chapter 4), then these program actions need to be prevented from occurring. Specifically, the program can be halted even before safety is about to be violated, through execution of bad transitions. This has the effect of preventing errors from propagating, and corrupting the whole state space of the program, i.e., the effect of the fault is contained.

Intuitively, to achieve fast detection, not only do the critical program actions need to be monitored with perfect detectors, but other non-critical program actions too (depending on the fault model). What this means is that we may need to refine the guards of both critical and non-critical actions, depending on the fault model. As way of contrast, the theory presented in Chapter 4 refines only the guards of critical actions.

To evaluate the “fastness” at which a fail-safe fault-tolerant program detects an error, we formalize a commonly-used metric called detection latency. For a program that is fail-safe fault-tolerant, from Chapter 4, only bad transitions induced by critical actions are removed. Thus, from the onset of a “harmful” fault to the “time” the program “halts” at a critical action (i.e., the transition induced by the critical action is removed, since it is bad), the detection latency for this fault is “maximal”. Whenever we say that detectors are fast, we mean that the “time” (more specifically, the number of program transitions) it takes for the program to “halt” is less than that maximum detection latency. In this chapter, we show how the detection latency can be minimized, i.e., the fault is detected in 0-step. Further, as we composed both non-critical and critical actions with detectors,
we endeavor to develop perfect detectors in such cases, thus preserving the ability of having perfect detection.

This chapter is structured as follows: In Section 5.2, we present a theory of fast error detection. We define the transformation problem for fast, and perfect error detection in Section 5.3. In Section 5.4, we present an algorithm that solves the transformation problem. We present examples to illustrate the working of the algorithm in Section 5.5. We discuss some issues concerning the approach in Section 5.6, and we summarize and conclude the chapter in Section 5.7

5.2 Fast Error Detection

Perfect detectors, introduced in Chapter 4, ensure correctness of the fail-safe fault tolerance transformation problem. They ensure that, in the absence of faults, liveness of the resulting program is not compromised, while also ensuring that safety is not violated in presence of faults.

We now turn to a different aspect, namely the detection latency efficiency of fail-safe fault-tolerant programs. Intuitively, we would like an error to be detected as early as possible to prevent further contamination of the program state. If a fault occurs, and no precaution is taken, then the error can propagate, and corrupt the entire state space of the program. More sophisticated recovery methods, such as a distributed reset [AG94], may then be needed to get the system into a consistent state, which are computationally expensive procedures.

In this section, we focus on explaining the relationship between fast detection and SS-inconsistent transitions. To see fast detection, consider a computation $\alpha = s_0 \ldots s_{i-1} \cdot s_i \cdot s_{i+1} \ldots$ of a fault-intolerant program $p$ in the presence of faults that violates safety. Assume $(s_i, s_{i+1})$ is a bad transition (from Proposition 2) in $\alpha$. From the algorithm add-perfect-fail-safe of
Chapter 4, transition \((s_i, s_{i+1})\) would be removed from \(p\) when synthesizing the fail-safe fault-tolerant program \(p'\), so that transition \((s_i, s_{i+1})\) is unreachable in \(\alpha\). However, if transition \((s_{i-1}, s_i)\) is a program transition, and is thus \(SS\)-inconsistent for \(p\), then removing transition \((s_{i-1}, s_i)\) will also make transition \((s_i, s_{i+1})\) unreachable in \(\alpha\). So, from the point of view of safety, removing transition \((s_{i-1}, s_i)\), or \((s_i, s_{i+1})\) achieves the same result, that of making the bad transition \((s_i, s_{i+1})\) unreachable. However, not executing transition \((s_{i-1}, s_i)\) prevents error from propagating, i.e., the variables that would have been updated and corrupted had the transition \((s_{i-1}, s_i)\) taken place are now not corrupted, hence errors are contained.

Informally, a detector \(d\) monitoring an action \(ac\) in \(p\) is perfect for \(ac\) in \(p\) if it removes every arbitrary \(SS\)-inconsistent transition induced by \(ac\) for every violating execution, while keeping all \(SS\)-consistent transitions induced by \(ac\). Thus, given a computation \(\alpha\) of \(p\) that violates safety, \(\alpha\) has a sequence of program transitions leading to a bad transition (following from the definition of \(SS\)-inconsistency of Chapter 4), where every such program transition in that sequence is \(SS\)-inconsistent for \(p\). For fast detection, i.e., to prevent error from propagating, a given program action \(ac\) of \(p\) should be composed with a perfect detector such that the “first” \(SS\)-inconsistent transition of that sequence is removed, and that transition is induced by \(ac\). This will allow a fail-safe fault-tolerant program to have both perfect and fast error detection. On this background, we formalize the notion of an earliest \(SS\)-inconsistent transition.

**Definition 44 (Earliest \(SS\)-inconsistent transition)** Given an \(F\)-intolerant program \(p\) with safety specification \(SS\), and a computation \(\alpha = s_0 \cdot s_1 \cdots s_i \cdot s_{i+1} \cdots s_m\) of \(p\) in the presence of faults that violates \(SS\). The transition \((s_i, s_{i+1})\) is the earliest \(SS\)-inconsistent transition for \(p\) w.r.t. \(\alpha\) iff the following two properties hold:
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1. \((s_i, s_{i+1})\) is SS-inconsistent for \(p\) w.r.t. \(\alpha\).

2. \((s_{i-1}, s_i)\) is a transition induced by a fault action.

Intuitively, when a computation \(\alpha\) of a program \(p\) in the presence of faults violates the safety specification \(SS\) of \(p\), there exists a suffix of the violating computation prefix of \(\alpha\) that starts with an SS-inconsistent transition and ends in a bad transition. The earliest SS-inconsistent transition is the first SS-inconsistent transition in this suffix. Basically, it is the first program transition that leads the program on the wrong track. Since we have no control on fault transitions, this is the first transition which can be enabled or disabled, depending on whether it is SS-consistent, or SS-inconsistent.

Define the set \(EIT_p^F(\text{SS})\) of earliest SS-inconsistent transitions of a program \(p\) as the union of the earliest SS-inconsistent transitions over all computations of \(p\) violating \(SS\). Define \(p \setminus EIT_p^F(\text{SS})\) as the program \(p'\) which is the same as \(p\) except that all transitions from \(EIT_p^F(\text{SS})\) have been removed from \(\delta_p\).

\textbf{Definition 45 (Fast detectors)} Let \(p\) be a fault-intolerant program. A set of perfect detectors \(D\) for program \(p\) is fast iff \(p\) composed with \(D\) results in \(p \setminus EIT_p^F(\text{SS})\).

At this point, we need to assess the role and impact of fast (perfect) detectors in the presence of faults. We find that, composing a fault-intolerant program with these fast detectors, and also since these fast detectors are perfect, the resulting program is indeed fail-safe fault-tolerant, and this is captured by Lemma 5.

\textbf{Lemma 5 (Fast perfect detectors and behavior in the presence of faults)}

\(Let p\) be a fault-intolerant program for a safety specification \(SS\). Then \(p\) composed with a set of fast perfect detectors for \(p\) satisfies \(SS\) in the presence of faults.
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Proof. This is a generalization of the proof of Lemma 2.

1. For a contradiction, it is again assumed that \( p' \) violates \( SS \), i.e., that there exists a computation \( \sigma \) of \( p' \) which is not in \( SS \).

2. From Definition 44 it is possible to generalize Proposition 3 to state that in every violating execution there exists an earliest \( SS \)-inconsistent transition in every violating computation. Denote this transition in \( \sigma \) as \( (s, s') \).

3. The fact that detectors are fast and from Definition 45 we have that all earliest inconsistent transitions are removed from \( p \) while constructing \( p' \), which is a contradiction to the occurrence of \( (s, s') \) in a computation of \( p' \).

\( \Box \)

We now define, and formalize a metric to measure the “fastness” of detectors. Intuitively, the detection latency metric defines the number of program transitions executed until the program “halts” at a detector, after a “harmful” fault has occurred.

Definition 46 (Detection latency) Let \( SS \) be a safety specification and \( p' \) be a program which has been made fail-safe fault-tolerant for \( SS \) by composing a fault-tolerant program \( p \) with a set of detectors. Consider a finite computation \( \alpha = s_0 \cdots s_{i-1} \cdot s_i \cdot s_{i+1} \cdots s_m \) of \( p' \) in the presence of faults, such that:

1. \( (s_{i-1}, s_i) \) is a transition induced by a fault action,
2. all transitions in \( s_i \ldots s_m \) are in \( \delta_{p'} \), and
3. starting from \( s_m \) a bad transition in \( SS \) is reachable by using a sequence of program actions of \( p \).
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Then, the detection latency $L_p(\alpha)$ of $p'$ w.r.t. $\alpha$ is the number of transitions executed in $s_i \ldots s_m$, i.e., $(m - i)$ transitions.

Intuitively, the detection latency measures the number of (SS-inconsistent) transitions executed after the occurrence of a harmful fault, and before a detector halts the program.

**Definition 47 (Maximum detection latency)** Let $F$ be a fault model, SS be a safety specification and $p'$ be a fail-safe F-tolerant program for SS. The maximum detection latency $LM_p'$ of $p'$ is defined as the maximum of $L_p'(\alpha)$ for all computations $\alpha$ of $p'$ in the presence of faults.

**Lemma 6 (Latency of fast detectors)** Given a fault-tolerant program $p'$ which is the result of the composition of a fault-intolerant program $p$ with a set of fast perfect detectors. Then $p'$ has maximum detection latency 0.

**Proof.** Consider any computation $\alpha = s_0 \ldots s_i \ldots s_m$ of $p'$ which satisfies Definition 46. We need to show that $s_i = s_m$.

1. Definition 46 implies that there exists a computation $\sigma$ of $p$ which can be written as $\sigma = \alpha \cdot \beta$ (i.e., a continuation of $\alpha$) which violates SS.

2. Step 1 and Definition 44 imply that $(s_i, s_{i+1})$ is the earliest SS-inconsistent transition of $p$ w.r.t. $\sigma$.

3. Step 2 and the definition of fast detectors imply that $p'$ evolved from $p$ by removing (among other transitions) also $(s_i, s_{i+1})$.

4. Step 3 implies that $s_i = s_m$, which in effect means that $L_{p'}(\alpha) = 0$. Since we have not restricted the choice of $\alpha$, the statement holds for all $\alpha$. This implies that $LM_{p'} = 0$. 

Since the maximum detection latency of a fail-safe fault-tolerant program $p'$ must be at least 0, composition of a fault-intolerant program $p$ with fast
perfect detectors results in a fail-safe fault-tolerant program \( p' \) with optimal detection latency. It remains to be shown that this composition preserves the original behavior of the fault-intolerant program in the absence of faults.

**Lemma 7 (Fast perfect detectors and fault-free behavior)** Given a program \( p' \) that is the composition of a fault-intolerant program \( p \) and a set of fast perfect detectors. For \( p \) and \( p' \) holds:

1. In the absence of faults every computation of \( p' \) is a computation of \( p \).
2. In the absence of faults every computation of \( p \) is a computation of \( p' \).

**Proof.** The proof is the same as that of Lemma 1. \( \square \)

Lemmas 5 (behavior in the presence of faults), 6 (optimal detection latency) and 7 (behavior in the absence of faults) taken together show that composing a fault-intolerant program with fast, perfect detectors, the resulting program (i) preserves the original behavior in the absence of faults, (ii) is fail-safe fault-tolerant in the presence of faults, and (iii) has minimal detection latency. These lemmas will form the basis for deriving the transformation algorithm for adding fast, perfect detectors in Section 5.4.

In the next section, based on the results developed in Chapter 4 and in this section, we provide an algorithm that automates the synthesis of a fail-safe fault-tolerant algorithm with perfect and fast error detection capabilities.

**5.3 The Transformation Problem for Fast and Perfect Detection**

We now formally state the problem of transforming a fault-intolerant program \( p \) into a fail-safe fault-tolerant version \( p' \) for a given safety specification \( SS \) and fault model \( F \) with perfect detection, and minimal detection latency.
5.3. THE TRANSFORMATION PROBLEM FOR FAST AND PERFECT DETECTION

Again, when deriving \( p' \) from \( p \), only fault tolerance should be added, i.e., \( p' \) should not satisfy \( SS \) in new ways in the absence of faults. For completeness, we recall the main constraints defining the transformation problem:

- If there exists a transition \((s,t)\) in \( p' \) that is not reached by \( p \) to satisfy \( SS \), then \((s,t)\) cannot be used by \( p' \), since this means that there are other ways \( p' \) can satisfy \( SS \) in the absence of faults. Thus, the set of transitions of \( p' \) should be a subset of the set of transitions of \( p \).

- Also, if there exists a state \( s \) reachable by \( p' \) in the absence of faults that is not reached by \( p \) in the absence of faults, then this means that \( p' \) can satisfy \( SS \) differently from \( p \) in the absence of faults, and such a state \( s \) should not be reached by \( p' \) in the absence of faults. Thus, the set of states reachable by \( p' \) should be a subset of the set of states reachable by \( p \).

In general, these conditions result in the requirement that both programs should have the same set of fault-free computations. Formally, we define the transformation problem as follows:

**Definition 48 (Transformation for efficient fail-safe fault tolerance)**

Let \( SS \) be a safety specification, a fault model \( F \), and \( p \) an \( F \)-intolerant program for \( SS \). Identify a program \( p' \) such that the following four conditions hold:

1. \( p' \) satisfies \( SS \) in presence of \( F \).
2. In the absence of faults, every computation of \( p' \) is a computation of \( p \).
3. In the absence of faults, every computation of \( p \) is a computation of \( p' \).
4. $p'$ has detection latency 0.

The transformation problem can also be formulated as a decision problem:

**Definition 49 (Corresponding decision problem)** Let $SS$ be a safety specification, a fault model $F$, and $p$ an $F$-intolerant program for $SS$. Does there exist a program $p'$ such that the following three conditions hold:

1. $p'$ satisfies $SS$ in presence of $F$.
2. In the absence of faults, every computation of $p'$ is a computation of $p$.
3. In the absence of faults, every computation of $p$ is a computation of $p'$.
4. $p'$ has detection latency 0.

Later in Section 5.4 we present a sound, and complete algorithm which solves the above transformation problem, i.e., we present an algorithm that systematically transforms a fault-intolerant program into a program that satisfies the above three conditions. Soundness of the algorithm means that the resulting program indeed solves the transformation problem. Completeness of the algorithm means that if the solution to the decision problem is true, then the algorithm will find the fail-safe fault-tolerant program.

The algorithm is based on a theory for perfect detectors which we introduce in the following section. The algorithm also synthesizes fail-safe fault-tolerant program that detects faults early, and is based on a theory for fast detectors.

### 5.4 Adding Efficient Fail-Safe Fault Tolerance

In this section we give an algorithm to solve the transformation problem of Definition 48 which follows from the theory presented in Section 4.4.
5.4. ADDING EFFICIENT FAIL-SAFE FAULT TOLERANCE

The basic idea of the algorithm is to remove the set of earliest inconsistent transitions from the input program $p$. Intuitively, the algorithm works as follows: It takes as parameters the fault-intolerant program $p$ (in the form of its transition relation $\delta_p$) and the fault model $F$ (in the form of the set of fault transitions). The safety specification $SS$ is encoded as the set of bad transitions and passed to the algorithm in variable $ss$.

Starting from the set of bad transitions in $ss$, the algorithm constructs the set $it$ of all inconsistent transitions. From this set, it constructs the set of earliest inconsistent transitions. This set of transitions is removed from $\delta_p$ yielding the transition relation of the transformed program. The algorithm is presented in Figure 5.1.

```plaintext
add-efficient-fail-safe($\delta_p, \delta_F, ss$: set of transitions):
    $eit := get-eit(\delta_p, \delta_F, ss)$
    return ($p' = p$ where transition relation is $\delta_p \setminus eit$)

get-eit($\delta_p, \delta_F, ss$: set of transitions):
    $it := \{(s_0, s_1) \mid \exists \alpha = s_0 \cdot s_1 \cdot s_2 \cdots \text{ of program transitions: }$
    $\exists (s, s') \in ss : (s, s') \text{ occurs in } \alpha \text{ and } (s, s') \text{ is reachable in } \delta_p^F \}$
    $eit := \{(s_0, s_1) \mid (s_0, s_1) \in it \land \exists s \in S_p : (s, s) \in \delta_F \}$
    return ($eit$)
```

Figure 5.1: Algorithm to add efficient fail-safe fault-tolerance.

**Theorem 8 (Correctness of the transformation algorithm)** The algorithm in Figure 5.1 solves the transformation problem of Definition 48. Furthermore, the resulting program has minimal detection latency.

**Proof.** Since the algorithm constructs $p'$ by removing the set of all ear-
liest inconsistent transitions, we can apply the lemmas from Section 5.2. Lemma 5 ensures that $p'$ satisfies the specification in the presence of faults, which proves the first requirement of Definition 48. Lemma 6 ensures that the maximum detection latency is 0, meaning that it is trivially optimal. Lemma 7 ensures that $p$ and $p'$ have the same fault-free behavior which proves the second and third requirements of Definition 48. □

**Theorem 9 (Soundness and Completeness)** Algorithm add-efficient-fail-safe is sound and complete.

**Proof.**

The proof of soundness (from Lemma 5), and completeness (by construction) is straightforward. □

In contrast, another algorithm for automatic synthesis of fail-safe fault-tolerance proposed by Kulkarni and Arora [KA00] generates programs with detection latency equal to the maximum length over all partial computations considered when computing set $it$, since they remove only bad transitions, i.e., the last transition in the partial execution, whereas we remove the first one.

We now provide a brief analysis of the complexity of our algorithm:

1. Assume that the number of bad transitions specified by $ss$ is $m$.
2. Let the maximum number of computations containing any bad transition is $c$.
3. Thus, to compute set $it$, the number of partial computations visited is $O(m \cdot c)$.
4. Assume that the maximum number of transitions visited in any partial computation when computing set $it$ is $n$.
5. The maximum number of transitions visited when computing set $it$ is $O(m \cdot c \cdot n)$. 
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6. Computing set *eit* means going through set *it*, thus this step has complexity $O(m \cdot c \cdot n)$.

7. Removing set *eit* has complexity $O(m \cdot c)$, since set *eit* has size $O(m \cdot c)$.

8. Overall, the algorithm in Figure 5.1 has complexity $O(m \cdot c \cdot n + m \cdot c \cdot n + m \cdot c \cdot n + m \cdot c) = O(m \cdot c \cdot n)$, where $m$ is the number of bad transitions specified by *ss*, $c$ is the number of maximum number of computations containing any given bad transition, and $n$ is the maximum number of transitions considered in any partial computation.

Also, as mentioned in the Introduction (Chapter 1), our approach targets a class of programs known as bounded programs. In bounded programs, the length of the partial executions to be considered when calculating the set *it* is finite. This means that in the program, there are no infinite or unbounded loops, rather all loops are bounded. An instance of bounded programs can usually be found in the domain of embedded applications, more specifically applications where the output is to be written within a bounded number of steps. Another instance of bounded programs are distributed algorithms.

The algorithm *add-efficient-fail-safe* was also presented in [JHCS02] to generate *SS*-globally consistent detectors. The algorithm basically removed all earliest *SS*-inconsistent transitions such that the resulting program have both perfect detection, and minimal detection latency.

We next some examples to show the working of our algorithm.

### 5.5 Two Case Studies

In this section, we present two examples. For the first example, we reuse the fault-intolerant program of the first example of Chapter 4, and the second example concerns a majority voter.
5.5.1 A Simple Example

In Fig. 5.2, state 1 is an initial state, and in the absence of faults, execution goes from states 1...6. However, in the presence of faults, other states previously unreachable become reachable, for example, state 7. Transition (10,11) is a bad transition, specified by the safety specification. Transition (7,8) is an SS-inconsistent transition.

![Diagram of state transitions](image)

Figure 5.2: An example to illustrate how algorithm \textit{add-efficient-fail-safe} works

A call to \textit{add-efficient-fail-safe}(p,F,ss) will pass the program of Fig. 5.2 as argument, with the set of fault transitions. The variable \textit{ss} holds the set of bad transitions specified by the safety specification of the program, and is equal to \{(10,11),(20,21)\}. Thus,

1. The program \( p = \{(1,2),(2,3)\ldots(7,8),(8,9)\ldots\} \)

2. fault \( F = \{(1,7),(1,17),(3,9),(3,14)\ldots\} \)

3. \( ss = \{(10,11),(20,21)\} \)

From the algorithm, we collect all earliest inconsistent transitions. We start with each bad transition specified by the safety specification. For example, transition \((10,11) \in ss\). We “backtrack” along all possible computations in presence of faults that include transition \((10,11)\), until a fault
5.5. **TWO CASE STUDIES**

transition occurs. The program transition that follows the fault transition is an earliest inconsistent transition. For example, going backwards, starting from transition \((10, 11)\), we reach reach fault transition \((3, 9)\), which makes transition \((9, 10)\) an earliest inconsistent transition. Similarly, transition \((7, 8)\) is an earliest inconsistent transition. Hence, \(eit = \{(9, 10), (7, 8)\}\).

Likewise, starting with transition \((20, 21) \in ss\), we have the following earliest inconsistent transitions: \{\((20, 21), (20, 19), (19, 18), (18, 17)\}\}. Hence, \(eit = \{(9, 10), (7, 8), (20, 21), (20, 19), (19, 18), (18, 17)\}\), and we need to remove \(eit\) from the program.

![Diagram of fail-safe fault-tolerant program](image)

**Figure 5.3:** Fail-safe fault-tolerant program resulting from applying algorithm *add-efficient-fail-safe*

The resulting program is shown in Fig. 5.3. Observe that the transitions in \(ss\) are now unreachable in the presence of faults, which makes the program fail-safe fault-tolerant. Also, as soon as a “harmful” error occurs (i.e., those that could have brought about violation of safety), the \(SS\)-inconsistent transition is disabled/removed.

In the next example, we present the case of the majority voter, developed in the last chapter.
5.5.2 A Majority Voter System

To recall the working of the triple modular redundant majority voter, there are three processes $p_1$, $p_2$, and $p_3$ that inputs values $in.1$, $in.2$, and $in.3$ respectively, and an output variable, called $out$. For simplicity, each process $p_i$ inputs a binary value $in.i$ to the voter. In the absence of faults, all three values are identical.

The majority voter program is written as follows:

\[
\text{ITMR1} :: \quad out = ? \rightarrow out := \text{in.1}
\]

The fault transitions are represented as follows:

\[
(in.1 = in.2) \lor (in.1 = in.3) \rightarrow in.1 = \bot
\]

To compute the set $eit$ of earliest $SS$-inconsistent transitions, we start with a transition in $ss$ (recall that $ss$ encodes $SS$ by holding the set of bad transitions), and “backtrack” along every computation until a fault transition is reached. To illustrate this, consider a small example of a computation $\alpha$ of the majority voter in presence of faults (a state of the majority voter is represented as $\langle in.1, in.2, in.3, out \rangle$):

\[
\alpha = \beta \cdot \langle 1, 1, 1, - \rangle \cdot \langle \bot, 1, 1, - \rangle \cdot \langle \bot, 1, 1, \bot \rangle \cdot \gamma
\]

Recall that $\bot$ is some “bad” value. Variable $out = -$ means that $out$ is not set. Transition $\langle \langle 1, 1, 1, - \rangle \cdot \langle \bot, 1, 1, - \rangle \rangle$ is a fault transition, and transition $\langle (\bot, 1, 1, -) \cdot \langle \bot, 1, 1, \bot \rangle \rangle$ is a bad transition in $ss$, and needs to be removed. Now, when computing set $eit$, the transition $\langle (\bot, 1, 1, -) \cdot \langle \bot, 1, 1, \bot \rangle \rangle$ is in $eit$, since it is preceded by a fault transition. However, observe that every bad transition in $ss$ will always be preceded by a fault transition, and hence
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$s \subseteq eit$. Also, since there is only one action in the majority voter, $eit = ss$. Then, we need to remove $eit$ from the intolerant program to make it fail-safe. Thus, the set of transitions that is removed is:

\[ \{(s, t) : t \in T\}, \text{ where the set } T \text{ is defined as} \]

\[
T = \{t : (t(out) = t(in.1)) \land ((t(in.1) \neq t(in.2)) \land (t(in.1) \neq t(in.3)))\}, \text{ as in Chapter 4}
\]

Running algorithm add-efficient-fail-safe results in removing set $eit$ from program TMR. Removing set $eit$ from TMR will be equivalent to removing set $ss$ from TMR. So, the fail-safe fault-tolerant version of the majority voter program, with perfect detection, and minimal detection latency is identical to the version with only perfect detection (see below).

\[
\text{FSTMR1} :: (out \neq in.1) \land ((in.1 = in.2) \lor (in.1 = in.3)) \rightarrow out := in.1
\]

**Theorem 10 (Fail-safe TMR)** Program FSTMR1 is fail-safe fault-tolerant with perfect detection, and minimal detection latency to faults that corrupt the input of at most one process.

Observe that if faults can arbitrarily corrupt the output $out$ of the TMR system, then no fail-safe fault-tolerant TMR exists, hence our focus on tolerable fault models.

In the next section, we present some discussion about the applicability of the algorithm add-efficient-fail-safe.

5.6 Discussion

From the examples provided, we can see that the fail-safe fault-tolerant majority voter with perfect detection, and minimal latency is identical to the fail-safe fault-tolerant majority voter with perfect detection presented in
Chapter 4. This can be explained by the following: Algorithm \textit{add-perfect-fail-safe} refines the guards of critical actions, while algorithm \textit{add-efficient-fail-safe} refines the guards of critical, as well as non-critical actions. Since the majority voter program consists of only a critical action, the fail-safe fault-tolerant majority voter resulting from both algorithms can be expected to be identical.

However, comparing the fail-safe fault-tolerant program of the first example of Chapter 4, and that of the first example of this chapter, we find that the fail-safe fault-tolerant programs are different. This is because the program has both critical and non-critical actions. Since the algorithms refine the guards of different sets of actions, the resulting fail-safe fault-tolerant programs can be expected to be different.

Thus, given that the complexity of the algorithm \textit{add-efficient-fail-safe} is more than that of algorithm \textit{add-perfect-fail-safe}, but that both algorithms yield the same fail-safe fault tolerance version of the majority voter with perfect detection, and minimal detection latency, then it is better to use algorithm \textit{add-perfect-fail-safe} to generate the fail-safe fault-tolerant majority voter version.

In general, for distributed algorithms, such as mutual exclusion, token ring, agreement problems etc, most of the actions are critical. Thus, as in the case of the majority voter, applying algorithm \textit{add-perfect-fail-safe} or algorithm \textit{add-efficient-fail-safe} to a fault-intolerant distributed algorithm will result in identical fail-safe fault-tolerant distributed algorithm. Intuitively, any computation of a distributed algorithm in the presence of faults consists of critical transitions and fault transitions. So, every program transition which is an earliest SS-inconsistent transition is also a bad transition, and vice-versa. Thus, removing set \textit{eit} will always have result identical to when removing set \textit{ss} from the fault-intolerant program of a distributed al-
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algorithm. Hence, for distributed algorithms, it is preferable to use algorithm
\textit{add-perfect-fail-safe}, since they will always have perfect detection, and min-
imal detection latency, and the algorithm have lower complexity.

However, algorithm \textit{add-efficient-fail-safe} can be used to yield fail-safe
fault-tolerant programs with perfect detection, and minimal detection lat-
tency for a wide class of programs which consists of both critical and non-
critical actions. Embedded programs typically consist of both critical and
non-critical actions, as examplified in the first example in this chapter.
Then, the set \textit{eit} needs not be equal to the set \textit{ss} of bad transitions, as
in the case of distributed algorithms.

5.7 Chapter Summary

In this chapter, we have presented a novel theory of fast detector compo-
nents for the design of efficient fail-safe fault-tolerant programs. This theory
builds upon the theory of perfect detectors, and allows the derivation of a
transformation algorithm which automatically adds fault tolerance abilities
with perfect detection and minimal detection latency to an initially fault-
tolerant program. Specifically, we have made two important contributions
in this chapter: (i) We have presented a theory of fast detectors, that ensures
perfect detection, and minimal detection latency of fail-safe fault-tolerant
program and (ii) we have developed an algorithm that adds fast, and per-
fectedetectors to a fault-intolerant program to synthesize an efficient fail-safe
fault-tolerant program. We have shown that the complexity of the algorithm
is polynomial in the state space of the fault-intolerant program.

We have also shown that algorithm \textit{add-efficient-fail-safe} is particularly
suitable for a class of programs that consist of both critical and non-critical
actions, while algorithm \textit{add-perfect-fail-safe} is particularly suitable for dis-
tributed algorithms.
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The motivation of minimal detection latency is for fault containment. The earlier an error is detected, the higher is the error containment. If an error is not contained, more sophisticated error recovery mechanisms may be required to correct the fault than if the error is contained. Specifically, if an error is contained, a local recovery procedure may be initiated, but if the error is not contained and the state of several processes is corrupted, local recovery mechanisms may not be adequate.
Chapter 6

Design of Efficient Multitolerance

In Chapters 4 and 5, we introduced the concept of perfect, and fast detectors respectively. We provided algorithms that, given a fault-intolerant program $p$, a fault model $F$, and a safety specification $SS$ for $p$, synthesize (i) fail-safe fault-tolerant programs with perfect detection, and (ii) fail-safe fault-tolerant programs with perfect detection, and minimal detection latency. In those cases, we have considered only one given fault class, i.e., we have synthesized efficient fail-safe fault tolerance to a given fault class.

However, in a distributed setting, the nature, and type of faults occurring is varied. For example, faults can lead to message loss, corruption of program state, processor crash and so on. Thus, faults that can affect a given program can come from different sources (called fault classes), meaning that the program should be (fail-safe) fault-tolerant to these different fault classes, i.e., the program should be (fail-safe) multitolerant. This points to a methodology that can support systematic addition of such efficient multitolerance, i.e., we aim to generalize the results of Chapters 4 (addition of perfect detection) and 5 (addition of perfect and fast detection) to deal with multiple fault classes.

In this chapter, we consider two different approaches for automated syn-
thesis of efficient fail-safe multitolertant programs. The first design approach for addition of multitolerance that we consider handles one fault class at a time, where efficient fail-safe fault tolerance to different fault classes is added in a stepwise (compositional) fashion, i.e., efficient fault tolerance is added to one given fault class, before another fault class is considered. Then, we consider a second design approach that, on the other hand, considers all fault classes at the same time.

For each design approach, we provide two algorithms for the addition of efficient multitolerance, and each algorithm (for each approach) adds some efficiency properties to the resulting multitolertant program with respect to each fault class considered. Specifically, starting from a fault-intolerant program, and the different fault classes to be tolerated, we present algorithms (for each design approach) that (i) add perfect fail-safe multitolerance to every fault class considered, and (ii) add fail-safe multitolerance with both perfect detection and minimal detection latency to every fault class considered. We show that the corresponding algorithms from each design approach yield identical fail-safe multitolerant programs. We exploit this relation to prove properties of programs generated using the second approach.

The properties of the fail-safe multitolerant programs resulting from either approach are: either (i) they have minimal detection latency, and perfect detection to each fault class, or (ii) to each fault class, the fail-safe fault-tolerant programs have perfect detection. By way of contrast, Arora and Kulkarni observed in [AK98a, Kul99] that using a method that considers one fault class at a time may not yield programs that are optimal (in some sense) with respect to all fault classes, whereas the method that considers all fault models at the same time may. Here, we show that both approaches yield programs that are efficient (with respect to fault detection, and detection latency) to all fault classes. In effect, we have identified a class of
multitolerant programs (i.e., fail-safe multitolerant programs) and classes of efficiency properties (i.e., perfect detection, and minimal detection latency) for which these efficiency properties can be effectively designed for each fault class considered during the design of such multitolerant programs.

The first design approach can be used when fail-safe fault tolerance to new fault classes needs to be added to a given program, whilst the second approach can be used whenever some given fault classes are re-defined.
6.1 Introduction

In this chapter, we consider the design of (efficient) multilogical tolerance, i.e., the ability of a program to tolerate multiple classes of faults. Specifically, we restrict our attention to adding *fail-safe* fault tolerance to multiple fault classes to a given fault-intolerant program. We recall that a fault-intolerant program is one that satisfies its specification in the absence of faults, but violates it in the presence of faults. Specifically, as mentioned before, a specification is composed of two parts, namely (i) a safety specification, and (ii) a liveness specification, as indicated by Alpern and Schneider [AS85], and a fail-safe fault-tolerant program satisfies at least its safety specification in presence of faults.

In a distributed setting, the nature of faults arising is varied. For example, faults may corrupt input variables, corrupt the interfaces of processes, cause loss of messages, or processor crashes, among others. Thus, when designing a (fail-safe) fault-tolerant program, the design should be cognizant of those varied fault classes. To make a program fail-safe fault-tolerant to a given fault class, (a set of) detectors are added that handle faults from that given fault class. Thus, to transform a fault-intolerant program into a fail-safe multilogical one, a set of detectors is added to the fault-intolerant program, where each detector handles faults from a particular fault class.

One obvious difficulty that needs to be handled, as observed by Arora and Kulkarni in [AK98a], is the fact that detectors handling different fault classes may interfere either with each other or with the program. Intuitively, this means that every computation of a given program component, in the presence of other program components, is still in its specification. For example, one condition that needs to be verified is that the new components introduced (such as detectors) should not interfere with the behavior of the original program. Thus, non-interference between different program
components should be verified.

However, given our focus on efficiency properties of the fail-safe fault-tolerant programs, such as perfect detection, and minimal detection latency, the above verification conditions may not suffice. To see this, consider the following: Though addition of two detectors may not cause interference, one may cause the resulting fail-safe fault-tolerant program to lose one of its efficiency properties, either perfect detection or minimal detection latency or both. Thus, the verification conditions need to be extended to deal with those efficiency properties.

Therefore, the difficulty to be handled when adding detectors to a program $p$ (resulting in program $p'$) for a new fault class $F_n$, in addition to ascertaining non-interference across different program components, is to ensure that the new detectors included for the new fault class $F_n$ (i) $p'$ still has efficiency properties with respect to other fault classes, and (ii) $p'$ has efficiency properties with respect to $F_n$, i.e., the resulting fail-safe multitolerant program $p'$ has efficiency properties to all fault classes considered. In other words, when new detector components are added to a given program for a new fault class, the verification conditions are (i) there is no interference among the different program components, (ii) the new components preserve and extend the efficiency properties of the original program with respect to other fault classes. Thus, non-interference properties should include both behavioral and efficiency aspects.

There are two possible approaches for the design of multitolerance:

1. The first approach considers one fault model at a time, and

2. The second approach considers all fault models at the same time.

For the first approach, we present two algorithms, one that automatically yields fail-safe multitolerant programs, with perfect detection to all fault classes considered, and another that yields fail-safe multitolerant programs
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with perfect detection, and minimal detection latency to all fault classes. By way of contrast, Arora and Kulkarni argued in [AK98a] that programs designed using this approach can have complexity (in some sense) which is efficient for some, but not all, fault classes.

For the second approach, we present two algorithms that consider all the fault classes at the same time. The first algorithm yields a fail-safe multitolerant program with perfect detection to all fault classes considered, while the second algorithm yields fail-safe multitolerant programs with perfect detection, and minimal detection latency to all fault classes considered. We also show that the resulting fail-safe multitolerant programs obtained from the corresponding algorithms, e.g., those that add fail-safe fault tolerance with perfect detection, from each design approach are identical. For example, the fail-safe multitolerant program obtained from the algorithm that adds multitolerance with perfect detection to a program to every fault class according to the first approach is identical to the fail-safe multitolerant program obtained from the algorithm that adds multitolerance with perfect detection to every fault class according to the second approach.

Thus, the contributions in this chapter are:

1. We present non-interference conditions (behavioral and efficiency) to be verified during the design of multitolerance.

2. We present an automated approach for design of efficient fail-safe multitolerant programs by considering one fault class at a time.

3. We present an automated approach for designing efficient fail-safe multitolerant programs by considering all fault classes at the same time.

4. We also show that the programs obtained by corresponding algorithms of either approaches are identical, and that they have some efficiency properties for all fault classes.
This chapter is structured as follows: In Section 6.2, we present the non-interference conditions that have to be verified during the addition of multitolerance. In Section 6.3, we present the stepwise approach (one fault class at a time) for automatic addition of multitolerance, and provide two algorithms that yields fail-safe multitolerant programs. We present two other algorithms that handle all the fault classes at the same time in Section 6.4. We discuss and summarize the results presented in this chapter in Section 6.5.

6.2 Issues in Multitolerance Design

In this section, we present and discuss the non-interference issues involved in the design of efficient multitolerance, i.e., fail-safe fault tolerance to multiple fault classes with perfect detection, and minimal detection latency to all fault classes.

First, we define a fail-safe multitolerant program:

Definition 50 (Fail-Safe Multitolerant Program) Given a program $p$ with specification $S$, and safety specification $SS$, and $n$ fault classes $F_1 \ldots F_n$. A program $p$ is said to be fail-safe multitolerant to fault classes $F_1 \ldots F_n$ iff $p$ is fail-safe $F_i$-tolerant for each $1 \leq i \leq n$.

As mentioned in the introduction of this chapter, there are two possible approaches for the design of multitolerant program. The issues and discussions presented in this section mostly apply to a stepwise approach that considers one fault class at a time, in some fixed order $F_1 \ldots F_n$ in which a fault-intolerant program $p$ is transformed into a fail-safe multitolerant program to fault classes $F_1 \ldots F_n$. In general, in the first step, the fault-intolerant program $p$ is augmented with detectors that will make it fail-safe $F_1$-tolerant, i.e., the resulting program $p_1$ is fail-safe $F_1$-tolerant.
Then, in the second step, the resulting program $p_1$ is augmented with detectors that will make it fail-safe $F_2$-tolerant, while preserving its fail-safe $F_1$-tolerance. The same is repeated, until the $n^{th}$ step, where the program is augmented with detectors that will provide fail-safe $F_n$-tolerance, while preserving fail-safe fault-tolerance to $F_1 \ldots F_{n-1}$. However, because of our focus on perfect detection, and minimal detection latency, these steps need to be extended to deal with those efficiency requirements.

The steps are extended as follows, below:

In the first step, when the fault-intolerant program $p$ is augmented with detectors that will make it a fail-safe $F_1$-tolerant program $p_1$, $p_1$ should have perfect detection and/or minimal detection latency to $F_1$. The following non-interference conditions need to be verified:

1. In the absence of $F_1$, the detector components added to $p$ do not interfere with $p$, i.e., each computation of $p$ is in the problem specification even if it executes concurrently with the new detector components.

2. In the presence of faults $F_1$, each computation of the detector components is in the components’ specification even if they execute concurrently with $p$.

3. In the presence of faults $F_1$, the detector components added to $p$ provide perfect detection and/or minimal detection latency to $F_1$.

*Note:* In this section, whenever it is clear from the context, we will use the term “fail-safe fault-tolerant program (fail-safe fault tolerance)” to mean “fail-safe fault-tolerant program (fail-safe fault tolerance) with perfect detection, and/or minimal detection latency”.

In the second step, when the fail-safe $F_1$-tolerant program $p_1$ is augmented with detectors that will make $p_1$ fail-safe fault-tolerant to $F_2$ (i.e.,
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transform it into a program \( p_2 \), the following non-interference conditions need to be satisfied:

1. In the absence of \( F_1 \) and \( F_2 \), the new detectors for fail-safe fault tolerance to \( F_2 \) do not interfere with \( p_1 \), i.e., each computation of \( p_1 \) satisfies the problem specification even if \( p_1 \) executes concurrently with the new detectors.

2. In the presence of \( F_1 \), the new detectors for fail-safe fault tolerance to \( F_2 \) do not interfere with the fail-safe fault tolerance to \( F_1 \) of \( p_1 \), i.e., every computation of \( p_1 \) is in the fail-safe fault tolerance specification to \( F_1 \) even if \( p_1 \) executes concurrently with the new components.

3. In the presence of \( F_1 \), the new detectors for fail-safe fault tolerance to \( F_2 \) do not interfere with the perfect detection and/or minimal detection latency to \( F_1 \) of \( p_1 \).

4. In the presence of \( F_2 \), \( p_1 \) does not interfere with the new detectors that provide fail-safe fault-tolerance to \( F_2 \).

5. In the presence of \( F_2 \), \( p_1 \) does not interfere with the new detector components providing perfect detection, and/or minimal detection latency to \( F_2 \).

In the \( i^{th} \) step, when the fail-safe \( F_{i-1} \)-tolerant program \( p_{i-1} \) is augmented with detectors that will transform it into a fail-safe \( F_i \)-tolerant program \( p_i \) (i.e., \( p_i \) is fail-safe fault-tolerant to fault classes \( F_1 \ldots F_i \)), the following non-interference conditions need to be satisfied:

1. In the absence of faults \( F_1 \ldots F_i \), the new detectors for fail-safe fault tolerance to \( F_i \) do not interfere with \( p_{i-1} \), i.e., each computation of \( p_{i-1} \) satisfies the problem specification even if \( p_{i-1} \) executes concurrently with the new detector components for fail-safe fault tolerance to \( F_i \).
2. In the presence of $F_i$, the new detectors for fail-safe fault tolerance to $F_i$ do not interfere with the fail-safe fault-tolerance to $F_1$ of $p_{i-1}$, i.e., every computation of $p_{i-1}$ is in the fail-safe fault tolerance specification to $F_1$ even if $p_{i-1}$ executes concurrently with the new components.

3. In the presence of $F_1$, the new detectors for fail-safe fault tolerance to $F_2$ do not interfere with the perfect detection, and/or minimal detection latency to $F_1$ of $p_{i-1}$.

4. 

5. In the presence of faults $F_i$, $p_{i-1}$ does not interfere with the new detector components that provide fail-safe fault tolerance to $F_i$, i.e., each computation of the detector components for fail-safe fault tolerance to $F_i$ is in the components’ specification.

6. In the presence of $F_i$, $p_{i-1}$ does not interfere with the new detector components that provide perfect detection, and/or minimal detection latency to $F_i$.

Automated procedures that add fail-safe multitolerance to a previously fault-intolerant program need to guarantee that these conditions are met by design.

In the next section, we consider a design approach for addition of multitolerance that handles one given fault class at a time, and we then present two algorithms that automatically yield fail-safe multitolerant programs with differing efficiencies. The first algorithm, presented in the first part, yields fail-safe multitolerant programs with perfect detection to fault classes $F_1 \ldots F_n$, while the second algorithm, presented in the second part, yields fail-safe multitolerant programs with perfect detection, and minimal detection latency to fault classes $F_1 \ldots F_n$, by considering one fault class at a
Before presenting the algorithms that automatically add multitolerance, we adopt a step-by-step derivation of the algorithm, and each step of the algorithm is shown to guarantee that the non-interference conditions stated are met by design.

6.3 One-at-a-time Design of Multitolerance

In deriving both algorithms, we focus on the case of two fault classes, and the approach can be easily generalized to \( n \) fault classes.

6.3.1 Multitolerant Programs With Perfect Detection

Given a fault-intolerant program \( p \) with safety specification \( SS \), and \( n \) fault classes \( F_1 \ldots F_n \) which have to be tolerated, the idea is to transform \( p \) into a program \( p_n \) that is fail-safe fault-tolerant to \( F_1 \ldots F_n \) with perfect detection for each fault class. To do this, we first consider fault class \( F_1 \), then \( F_2 \) until fault class \( F_n \) is handled. In this section, whenever it is clear from the context, we will use the term “fail-safe fault-tolerant program (fail-safe fault tolerance)” to mean “fail-safe fault-tolerant program (fail-safe fault tolerance) with perfect detection”.

Before explaining and introducing our automated approach for addition of fail-safe multitolerance, we present a result upon which our approach is based. Intuitively, the result states that, starting with a program \( p_t \) that is fail-safe fault-tolerant to fault classes \( F_1 \ldots F_t \) with perfect detection to each of these fault classes, composing \( p_t \) with a perfect detector for fault class \( F_{t+1} \) such that the resulting program \( p_{t+1} \) is fail-safe fault-tolerant to \( F_{t+1} \) with perfect detection, then \( p_{t+1} \) also preserves the efficiency properties of \( p_t \) with respect to \( F_1 \ldots F_t \). Said otherwise, composing a program \( p_t \) as above with perfect detectors for a new fault class \( F_{t+1} \) satisfy the verification
conditions presented in Section 6.2.

Lemma 8 (Perfect detectors and multitolerance) Given a fault-intolerant program \( p \) with safety specification \( SS \). Given a program \( p_{i-1} \) which is fail-safe multitolerant for \( SS \) with perfect detection to fault classes \( F_1 \ldots F_{i-1} \). Given also a program \( p_i \) obtained from \( p_{i-1} \) by composing critical actions of \( p_{i-1} \) with perfect detectors, such that \( p_i \) is fail-safe fault-tolerant to fault class \( F_i \) with perfect detection. Then, \( p_i \) is also fail-safe multitolerant with perfect detection to fault classes \( F_1 \ldots F_{i-1} \).

Proof. Assume: (i) A fault-intolerant program \( p_0 = p \) with safety specification \( SS \), (ii) Program \( p_{i-1} \) is fail-safe multitolerant for \( SS \) with perfect detection to fault classes \( F_1 \ldots F_{i-1} \), (iii) a new fault class \( F_i \) which needs to be tolerated, (iv) program \( p_i \) that is fail-safe fault-tolerant for \( SS \) with perfect detection to \( F_i \) obtained by composing some critical actions of \( p_{i-1} \) with perfect detectors for \( F_i \).

Prove: Program \( p_i \) is fail-safe multitolerant for \( SS \) with perfect detection to fault classes \( F_1 \ldots F_{i-1} \).

1. From assumption, \( p_{i-1} = p_0 \setminus B_{i-1}^1 \), where \( B_{i-1}^1 \subseteq ss \) and \( ss \) is the set of bad transitions.

2. From assumption, \( p_i = p_{i-1}[]cPD_i \), where \( []c \) means composing critical actions, and \( PD_i \) meaning perfect detectors that will tolerate fault class \( F_i \).

3. From 3, \( p_i = p_{i-1} \setminus B_i \), where \( B_i = \{(s, t) : (s, t) \text{ is induced by a critical action } \land (s, t) \text{ is reachable in presence of } F_i \land (s, t) \in ss\} \).

4. From 3, since no \( SS \)-inconsistent transition is added to \( p_{i-1} \), \( p_i \) has complete detection to fault classes \( F_1 \ldots F_{i-1} \).
5. From 3, since no $SS$-consistent transition is removed from $p_{i-1}$, $p_i$ has accurate detection to fault classes $F_1 \ldots F_{i-1}$.

6. From 4, and 5, $p_i$ has perfect detection to fault classes $F_1 \ldots F_{i-1}$.

The above lemma shows that by composing critical actions with perfect detectors that makes a given program fail-safe fault-tolerant to a new fault class, fail-safe fault tolerance with perfect detection to previous fault classes is preserved, i.e., there is no interference between the new detector components with detector components for previous fault classes either at the behavioral level or at the efficiency level. This result allows us to reuse algorithm add-perfect-fail-safe (see Chapter 4), since add-perfect-fail-safe generates perfect detectors for a given fault class.

**Step 1 in Multitolerance Design**

To synthesize a program that is fail-safe fault-tolerant to $F_1$, starting from a fault-intolerant program $p$, with perfect detection to $F_1$, we first need to compute the set $ss_1$ of bad transitions for $p$ reachable in the presence of faults $F_1$ (reachable by using transitions in $\delta_p^{F_1}$) (from Lemmas 2, 3). We then remove those transitions from program $p$, to obtain a program $p_1$, which is fail-safe $F_1$-tolerant, with perfect detection for $F_1$, as shown in Fig 6.1, where $ss$ is the set of bad transitions that the safety specification $SS$ of $p$ rejects.

$$p_1 := \text{add-perfect-fail-safe}(p, F_1, ss)$$

Figure 6.1: The first step in the design of multitolerant programs with perfect detection.

At this point, we need to verify the non-interference conditions for the first step of the transformation.
First, by construction, $p_1$ has perfect detection to $F_1$.

Second, we need to prove that “In the absence of $F_1$, the detector components added to $p$ do not interfere with $p$, i.e., each computation of $p$ is in the problem specification even if it executes concurrently with the new detector components”.

**Proof.** By construction (using algorithm add-efficient-fail-safe, the detector components for fail-safe fault tolerance to $F_1$ do not interfere with $p$.

Third, we need to prove that “In the presence of faults $F_1$, each computation of the detector components is in the components’ specification even if they execute concurrently with $p$, i.e., $p$ does not interfere with the new detector components.”.

**Proof.** By construction, $p$ does not interfere with the detector components for fail-safe fault tolerance to $F_1$.

**Step 2 in Multitolerance Design**

In the second step of the multitolerance addition procedure, we consider fault class $F_2$, and we transform program $p_1$ (which is fail-safe fault-tolerant to $F_1$) into a program $p_2$ that is fail-safe fault-tolerant to $F_2$, while preserving the existing fail-safe fault tolerance to $F_1$. Specifically, we compute the set $ss_2$ of bad transitions that are reachable in presence of faults $F_2$, and we remove those transitions from program $p_1$ to obtain program $p_2$, which is fail-safe fault-tolerant, with perfect detection to both $F_1$, and $F_2$, as shown in Fig 6.2.

$$p_2 := \text{add-perfect-fail-safe}(p_1, F_2, ss)$$

Figure 6.2: The second step in the design of multitolerant programs with perfect detection.
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By construction, \( p_2 \) has perfect detection to \( F_2 \), i.e., \( p_1 \) does not interfere with the new detector components that provide perfect detection to fault class \( F_2 \).

To verify the other non-interference properties, we first need to prove that “In the absence of \( F_1 \) and \( F_2 \), the detector components added to \( p_1 \) for fail-safe fault tolerance to \( F_2 \) do not interfere with \( p_1 \), i.e., each computation of \( p_1 \) is in the problem specification even if it executes concurrently with the new detector components”.

**Proof.** By construction, the new detector components for fail-safe fault tolerance to \( F_2 \) do not interfere with \( p_1 \). \( \square \)

We now prove the second part of the non-interference conditions, which is “In the presence of \( F_1 \), the new detectors for fail-safe fault tolerance to \( F_2 \) do not interfere with the fail-safe \( F_1 \)-tolerance of \( p_1 \), i.e., every computation of \( p_1 \) is in the fail-safe \( F_1 \)-tolerance specification even if \( p_1 \) executes concurrently with the new components.”

**Proof.** We prove this by contradiction. We first assume that there exists a computation in presence of \( F_1 \) that violates safety, and show that such a computation cannot exist, i.e., a contradiction.

1. Given \( p_2 = \text{add-efficient-fail-safe}(p_1, F_2, ss) \)

2. Assume that there is a computation \( \alpha \) in presence of \( F_1 \) that violates safety

3. From step 3 and Proposition 2, \( \alpha \) contains a bad transition \( \tau \) that is reachable in presence of \( F_1 \).

4. By construction of \( p_1 \), \( \tau \notin \delta_{p_1} \)

5. By construction of \( p_2 \), transition \( \tau \) is not added to \( \delta_{p_1} \).

6. From steps 3, 4, and 5, we have a contradiction.
We now prove that “In the presence of $F_1$, the detector components for fail-safe fault tolerance to $F_2$ do not interfere with the perfect detection of $p_1$ to $F_1$.”

**Proof.**

1. From the fact that the new detector components do not interfere with the fail-safe $F_1$-tolerance of $p_1$ in the presence of $F_1$, we deduce that the detector components for $F_1$ are complete.

2. Since only SS-inconsistent transitions are removed, the detector components for $F_1$ are accurate.

3. From steps 1, and 3, the detector components for $F_1$ are perfect.

The proof of the last part, which is “In the presence of $F_2$, $p_1$ does not interfere with the new detectors that provide fail-safe fault tolerance to $F_2$.”

**Proof.** By construction, $p_1$ does not interfere with the new detector components for fail-safe fault tolerance to $F_2$. 

**Step K in Multitolerance Design**

In the $k^{th}$ step ($3 \leq k \leq n$), we consider fault class $F_k$, and we transform a fail-safe $F_1 \ldots F_{k-1}$-tolerant program $p_{k-1}$, i.e., $p_{k-1}$ is fail-safe fault-tolerant to fault classes $F_1 \ldots F_{k-1}$, into program $p_k$ that is fail-safe fault-tolerant to $F_k$, while also preserving the fail-safe fault tolerance to $F_1 \ldots F_{k-1}$ i.e., program $p_k$ is fail-safe $F_1 \ldots F_k$-tolerant. To do this, we compute the set $ss_k$ of bad transitions that are reachable in presence of faults $F_k$, and we remove those transitions from program $p_{k-1}$ to obtain program $p_k$ which have fail-safe fault tolerance with perfect detection to fault classes $F_1 \ldots F_k$. The $k^{th}$ step is shown in Fig 6.3.
\[ p_k := \text{add-perfect-fail-safe}(p_{k-1}, F_k, ss) \]

Figure 6.3: The \( k^{th} \) step in the design of multitolerant programs with perfect detection.

With this step, we need to verify that non-interference conditions are guaranteed.

First, \( p_k \) has perfect detection to \( F_k \) by construction, i.e., program \( p_{k-1} \) does not interfere with the perfect detection of the new detector components for fault class \( F_2 \).

To verify the other non-interference properties, we prove that “In the absence of \( F_1 \ldots F_k \), the detector components added to \( p_{k-1} \) for fail-safe fault tolerance to \( F_k \) do not interfere with \( p_{k-1} \), i.e., each computation of \( p_{k-1} \) is in the problem specification even if it executes concurrently with the new detector components”.

\textbf{Proof.} By construction, the new detector components for fail-safe fault tolerance to \( F_k \) do not interfere with \( p_{k-1} \). \( \square \)

We now prove the \( i^{th} \) part \( (2 \leq i < k) \) of the non-interference conditions, which is “In the presence of \( F_i \), the new detectors for fail-safe fault tolerance to \( F_k \) do not interfere with the fail-safe fault tolerance to \( F_i \) of \( p_{k-1} \), i.e., every computation of \( p_{k-1} \) is in the fail-safe fault tolerance specification to \( F_i \) even if \( p_{k-1} \) executes concurrently with the new detector components.”

\textbf{Proof.} We prove this by contradiction. We first assume that there exists a computation in presence of \( F_i \) that violates safety, and show that such a computation cannot exist, i.e., a contradiction.

1. Given \( p_k = \text{add-efficient-fail-safe}(p_{k-1}, F_k, ss) \)

2. Assume that there is a computation \( \alpha \) in presence of \( F_i \) that violates safety
3. From step 3 and Proposition 2, $\alpha$ contains a bad transition $\tau$ that is reachable in presence of $F_i$.

4. By construction of $p_{k-1}$, $\tau \not\in \delta_{p_{k-1}}$

5. By construction of $p_k$, $\tau$ is not added to $\delta_{p_{k-1}}$

6. From steps 3, 4 and 5, we have a contradiction.

We now prove that “In the presence of $F_i$, the new detector components for fail-safe fault tolerance to $F_k$ do not interfere with the perfect detection of $p_{k-1}$ to $F_i$.”

**Proof.**

1. From the fact that the new detector components do not interfere with the fail-safe $F_i$-tolerance of $p_{i-1}$ in the presence of $F_i$, we deduce that the detector components for $F_i$ in $p_{i-1}$ are complete.

2. Since only SS-inconsistent transitions are removed, the detector components for $F_i$ in $p_{i-1}$ are accurate.

3. From steps 1, and 3, the detector components for $F_i$ are perfect.

The proof of the last part, which is “In the presence of $F_k$, $p_{k-1}$ does not interfere with the new detectors that provide fail-safe fault tolerance to $F_k$.”

**Proof.** By construction, $p_{k-1}$ does not interfere with the new detector components for fail-safe fault tolerance to $F_k$.

Observe that, in general, because (i) the new detector components that provide fail-safe fault tolerance to $F_k$ do not interfere with the fail-safe fault tolerance of $p_{k-1}$ to all fault classes $F_i \ (1 \leq i < k)$, and (ii) only bad
transitions are removed from $p_{k-1}$, the perfect detection to all fault classes $F_i$ is preserved.

In general, the algorithm for automatic synthesis of fail-safe multil tolerant programs with perfect detection to all fault classes is shown in Fig. 6.4

```
add-perfect-fail-safe-multitolerance($p, [F_1 \ldots F_n], ss$: set of transitions):

\{ i := 1; p_0 := p \\
while (i \leq n) do \\
    p_i := add-perfect-fail-safe($p_{i-1}, F_i, ss$); \\
    i := i + 1; \} od \\
return($p_n$)
```

Figure 6.4: The algorithm adds fail-safe fault tolerance to $n$ fault classes, with perfect detection to every fault class

**Theorem 11 (Multitolerance with perfect detection)** Given a fault-intolerant program $p$ with safety specification $SS$, and $n$ fault classes $F_1 \ldots F_n$. Algorithm add-perfect-fail-safe-multitolerance($p, [F_1 \ldots F_n], ss$) returns a program that is fail-safe fault-tolerant to $F_1 \ldots F_n$, with perfect detection to all the fault classes.

In this section, we have presented a stepwise approach for the automatic design of multitolerance. We have proved that every step of the algorithm guarantees that there is no interference between the new detector components and those existing fail-safe fault tolerance mechanisms for other fault classes, as well as no interference with their perfect detection to those fault classes. In the next two sections, we will present examples to show the working of the algorithm.
6.3.2 A Simple Example

One-at-a-Time Addition of Perfect Fail-Safe Fault Tolerance

In this section, we present a small example to illustrate how algorithm add-perfect-fail-safe-multitolerance works. Fig 6.5 shows the fault-intolerant program in presence of faults $F_1$. In this example, transitions $(10,11)$ and $(20,21)$ are bad transitions.

![Diagram of the initial state and the bad transitions specified by the safety specification](image)

Figure 6.5: Fault-intolerant program in the presence of $F_1$ – first iteration of the algorithm

During the first iteration through the algorithm, both bad transitions are removed since both are reachable in presence of $F_1$ (through the call to add-perfect-fail-safe). The resulting fail-safe fault-tolerant program with perfect detection to $F_1$ is shown in Fig. 6.6. Denote it by $p_1$.

Then, for the second iteration through add-perfect-fail-safe-multitolerance, we need to add perfect fail-safe fault tolerance to $F_2$ to $p_1$, while preserving the fail-safe fault tolerance with perfect detection of $p_1$ to $F_1$. First, we consider $p_1$ in presence of $F_2$, as shown in Fig. 6.7

In the presence of $F_2$, no bad transition is reachable, since all of them has been removed during the previous pass. So, the program is also fail-safe
fault-tolerant to $F_2$, while maintaining the fail-safe fault-tolerance to $F_1$.
The resulting program ($p_2$) is shown in Fig. 6.8. Observe that in presence of $F_1$ or $F_2$, $p_2$ will never violate the safety specification.

6.3.3 Token Ring

The token ring was described in Chapter 4. Processes $0 \ldots N$ are arranged in a ring. Process $k, 0 \leq k < N$ passes the token to process $k + 1$, whereas process $N$ passes the token to process 0. Each process $k$ has a binary variable, $t.k$, and a process $k, k \neq N$ holds the token iff $t.k \neq t.(k + 1)$, and
Figure 6.8: Resulting fail-safe multiliteral program $p_2$ to $F_1$ and $F_2$ with perfect detection to both fault classes.

Process $N$ holds the token iff $t.N = t.0$.

The fault-intolerant program for the token ring is as follows ($+_2$ is modulo-2 addition):

\[
\text{ITR1} :: k \neq 0 \land t.k \neq t.(k - 1) \Rightarrow t.k := t.(k - 1)
\]

\[
\text{ITR2} :: k = 0 \land t.k \neq t.N +_2 1 \Rightarrow t.k := t.N +_2 1
\]

**Fail-Safe Fault Tolerance to Fault Class $F_1$:** First, we consider a fault class where fault actions can corrupt the state of a single process $k$, which can be any process.

**Fault action:** The fault class that we consider is

\[
F :: |[k : t.k = \bot]| = 0 \Rightarrow t.k := \bot
\]

Running algorithm add-perfect-fail-safe-multitolerance will result in the following program after the first iteration.
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1-FSTR1 :: \( \{ k : t . k = \perp \} = 1 \wedge t . (k - 1) \neq \perp \wedge k \neq 0 \wedge t . k \neq t . (k - 1) \to t . k := t . (k - 1) \)

1-FSTR2 :: \( \{ k : t . k = \perp \} = 1 \wedge t . N \neq \perp \wedge k = 0 \wedge t . k \neq t . N + 1 \to t . k := t . N + 1 \)

**Theorem 12 (Fail-safe TR)** *Program 1-FSTR is fail-safe fault-tolerant to faults that corrupt the state of a single process \( k \), which can be any process.***

**Fail-Safe Fault Tolerance to Fault Class \( F_2 \):** Second, we consider a fault class where fault actions can corrupt the state of any two processes \( k \) and \( l \).

**Fault action:** The fault class that we consider is

\[
\begin{align*}
F &:: \{ k : t . k = \perp \} = 1 \wedge t . k \neq \perp \to t . k := \perp
\end{align*}
\]

The second iteration of algorithm *add-perfect-fail-safe-multitolerance* will result in the following program:

2-FSTR1 :: \( \{ k : t . k = \perp \} \leq 2 \wedge t . (k - 1) \neq \perp \wedge k \neq 0 \wedge t . k \neq t . (k - 1) \to t . k := t . (k - 1) \)

2-FSTR2 :: \( \{ k : t . k = \perp \} \leq 2 \wedge t . N \neq \perp \wedge k = 0 \wedge t . k \neq t . N + 1 \to t . k := t . N + 1 \)

**Theorem 13 (Fail-safe TR)** *Program 2-FSTR is fail-safe fault-tolerant to faults that corrupt the state of at most two processes \( k \) and \( l \), which can be any process.***

**Fail-Safe Fault Tolerance to Fault Class \( F_{N+1} \):** Finally, we consider a fault class where fault actions can corrupt the state of \( n \) (\( 3 \leq n \leq N + 1 \)) processes.
Fault action: The fault action that we consider is

\[ F :: \{ k : t.k = \perp \} = n - 1 \land t.k \neq \perp \rightarrow t.k := \perp \]

The \( n \)-th iteration of algorithm add-perfect-fail-safe-multitolerance will result in the following program:

\[
\begin{align*}
n\text{-FSTR1} &:: \{ k : t.k = \perp \} \leq n \land t.(k-1) \neq \perp \land k \neq 0 \land t.k \neq t.(k-1) \rightarrow t.k := t.(k-1) 
\end{align*}
\]

\[
\begin{align*}
n\text{-FSTR2} &:: \{ k : t.k = \perp \} \leq n \land t.N \neq \perp \land k = 0 \land t.k \neq t.N + 1 \rightarrow t.k := t.N + 1 
\end{align*}
\]

Theorem 14 (Fail-safe TR) Program \( n\text{-FSTR} \) is fail-safe fault-tolerant to faults that can corrupt the state of any number of processes, up to all \( n \) processes.

From program \( n\text{-FSTR} \), we know that when \( n = N + 1 \), \( \{ k : t.k = \perp \} \leq n \) is always "True", so program \( n\text{-FSTR} \) simplifies to:

\[
\begin{align*}
\text{MSTR1} &:: t.(k-1) \neq \perp \land k \neq 0 \land t.k \neq t.(k-1) \rightarrow t.k := t.(k-1) 
\end{align*}
\]

\[
\begin{align*}
\text{MSTR2} &:: t.N \neq \perp \land k = 0 \land t.k \neq t.N + 1 \rightarrow t.k := t.N + 1 
\end{align*}
\]

Program \( M\text{STR} \) is identical to the fail-safe fault-tolerant token ring program presented by Arora and Kulkarni in [AK98a]. However, our intermediate programs are different. This is because, in [AK98a], certain bad transitions that are unreachable in the presence of a fault class \( F_i \) were already removed. Thus, though the overall multitolerant program is correct, the intermediate programs adopted a more defensive approach, by removing more transitions that are necessary. As way of contrast, our approach removes only bad transitions that are reachable in the presence of faults.
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In this section, we have considered the automated design of multitolerance with perfect detection to all fault classes, by considering one fault class at a time. In the next section, we consider the automated design of multitolerance with perfect detection, and minimal detection latency to all fault classes by considering one fault class at a time.

6.3.4 Multitolerant Programs With Perfect Detection and Minimal Detection Latency

In the previous section, we presented an algorithm (together with necessary proofs of non-interference) that yields fail-safe multitolerant programs to \( n \) fault classes, with perfect detection to every fault class. The algorithm considers the fault classes in a given total order.

In this section, an algorithm is developed (along with relevant proof of non-interference) that yields fail-safe multitolerant programs to \( n \) fault classes, with \textit{perfect detection, and minimal detection latency to every fault class}. Again, the fault classes are considered in a given total order. Intuitively, the approach builds partly upon algorithm \textit{add-efficient-fail-safe}, whereby, for each fault class, the set of earliest \textit{SS}-inconsistent transitions is computed, and these transitions are then removed from the given program.

Given a fault-intolerant program \( p \) with safety specification \( SS \), and \( n \) fault classes \( F_1 \ldots F_n \), the idea is to transform \( p \) into a program \( p_n \) that is fail-safe fault-tolerant to \( F_1 \ldots F_n \) with perfect detection and minimal detection latency to each fault class, by first considering fault class \( F_1 \), then \( F_2 \) until \( F_n \) is considered. Specifically, given a fault class \( F_i \), and a program \( p_{i-1} \) that is fail-safe fault-tolerant with perfect detection, and minimal detection latency to fault classes \( F_1 \ldots F_{i-1} \), \( p_{i-1} \) is transformed into a program \( p_i \) which is fail-safe fault-tolerant with perfect detection, and minimal detection latency to \( F_i \), while preserving the fail-safe fault tolerance with perfect detection and
minimal detection latency of $p_{t-1}$ to $F_1 \ldots F_i$.

Apart from having to verify non-interference between a program $p_{t-1}$ and the new detector components for $F_2$, we also need to verify that the perfect detection, and minimal detection latency of program $p_{t-1}$ to fault classes $F_1 \ldots F_{t-1}$ are not interfered with when adding fail-safe fault tolerance with perfect detection, and minimal latency to $F_2$. Thus, the set of non-interference conditions, presented in Section 6.2, is extended with those conditions that guarantee that no interference exists between the new detector components for $F_i$, and the minimal detection latency of $p_{t-1}$ to fault classes $F_1 \ldots F_{t-1}$.

In this section, we show the stepwise addition of fail-safe fault tolerance with perfect detection, and minimal detection latency to two fault classes $F_1$ and $F_2$. The procedure can be easily generalized to $n$ fault classes.

Note: In this section, whenever it is clear from the context, we will use the term “fail-safe fault-tolerant program (fail-safe fault tolerance)” to mean “fail-safe fault-tolerant program (fail-safe fault tolerance) with perfect detection, and minimal detection latency”.

**Step 1 in Design of Efficient Multitolerance**

Given are: (i) A fault-intolerant program $p$ with safety specification $SS$, and (ii) fault classes $F_1 \ldots F_n$ to be tolerated. To transform $p$ into a program $p_1$ that is fail-safe fault-tolerant to $F_1$, set $eit_1$ of earliest SS-inconsistent transitions for $p$ in presence of faults $F_1$ is computed, and this set of transitions is then removed from $p$. The program $p_1$ obtained is fail-safe fault-tolerant, with perfect detection, and minimal detection latency to $F_1$. This first step is shown in Fig 6.9.

**Proposition 6** Program $p_1$ is fail-safe fault-tolerant, with perfect detection,
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```latex
\begin{align*}
eit_1 &:= \text{get-eit}(p, F_1, ss) \\
p_1 &:= p \setminus \text{eit}_1
\end{align*}
```

Figure 6.9: The first step in the design of multitolerant programs with perfect detection and minimal latency.

and minimal detection latency to $F_1$.

Proof. The proof is based on Lemmas 5, 6 and 7, which ensure that $p_1$ satisfies its safety specification in presence of $F_1$, and have perfect detection, and minimal latency to $F_1$.

We now need to show that this construction of $p_1$ satisfies the non-interference properties defined in Section 6.2.

First, we need to prove that “In the absence of $F_1$, the detector components added to $p$ do not interfere with $p$, i.e., each computation of $p$ is in the problem specification even if it executes concurrently with the new detector components”.

Proof.

1. From Lemma 7, $p_1$ and $p$ have the same behavior in the absence of faults.

2. From step 1, each computation of $p$ is in the problem specification even if $p$ executes concurrently with the detector components for fail-safe fault tolerance to $F_1$.

3. From step 3, the detector components for fail-safe fault tolerance to $F_1$ do not interfere with $p$.

Secondly, we need to prove that “In the presence of faults $F_1$, each computation of the detector components is in the components’ specification even
if they execute concurrently with p, i.e., p does not interfere with the new detector components.”.

Proof.

1. From Prop 6, $p_1$ is fail-safe $F_1$-tolerant.

2. From step 1, each computation of the detector components for fail-safe fault tolerance to $F_1$ is in their specification even if they execute concurrently with $p$.

3. From step 3, $p$ does not interfere with the detector components for fail-safe $F_1$-tolerance.

In fact, these two non-interference conditions are guaranteed by construction of $p_1$ since the synthesis method is identical to algorithm add-efficient-fail-safe($p, F_1, ss$). It is also guaranteed that $p_1$ has perfect detection, and minimum detection latency to $F_1$.

Step 2 in Design of Efficient Multitolerance

Next, fault class $F_2$ is considered, and program $p_1$ (which is fail-safe fault-tolerant to $F_1$) is transformed into a program $p_2$ that is fail-safe fault-tolerant to $F_2$, while preserving the fail-safe fault tolerance to $F_1$, i.e., program $p_2$ is fail-safe $F_1, F_2$-tolerant. To achieve this, the set eit$_2$ of earliest SS-inconsistent transitions for $p$ in presence of faults $F_2$ is computed, and these transitions are removed from program $p_1$ to obtain program $p_2$. Program $p_2$, designed as such, is fail-safe fault-tolerant, with perfect detection, and minimal detection latency to both $F_1$, and $F_2$. The design of $p_2$ is shown in Fig. 6.10.
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\[
eit_2 := \text{get-eit}(p, F_2, ss) \\
p_2 := p_1 \setminus eit_2
\]

Figure 6.10: The second step in the design of multitolerant programs with perfect detection and minimal latency

**Proposition 7 (Fail-safe fault tolerance of \( p_2 \) to \( F_2 \))** Given a fault-intolerant program \( p \) with safety specification \( SS \), two fault classes \( F_1 \) and \( F_2 \), and a program \( p_1 \) which is fail-safe fault-tolerant to \( F_1 \) i.e., fail-safe \( F_1 \)-tolerant. Then, \( p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss) \) (i) is fail-safe fault-tolerant to \( F_2 \), (ii) has perfect detection in presence of \( F_2 \), and (iii) has minimal detection latency in presence of \( F_2 \).

Observe that the set \( eit_2 \) is the set of earliest \( SS \)-inconsistent transitions for \( p \) in presence of \( F_2 \), but to obtain program \( p_2 \), the set \( eit_2 \) needs to be removed from program \( p_1 \).

To prove the correctness of such a step, we need to prove the following:

1. Program \( p_2 \) is fail-safe fault-tolerant to \( F_2 \) with perfect detection, and minimal detection latency, i.e., we prove Proposition 7.

2. We need to fail-safe fault-tolerance to \( F_1 \) in presence of \( F_1 \) is preserved, as explained in Section 6.2.

3. We need to prove that the perfect detection, and minimal detection latency of \( p_1 \) to \( F_1 \) is preserved

First, we prove that \( p_2 \) is fail-safe fault-tolerant to \( F_2 \).

**Proof.**

1. Given: \( p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss) \)

2. There are two cases to consider:
   (i) \( \exists \tau \in \text{get-eit}(p, F_2, ss) \) and \( \tau \in \delta_{p_1} \)
(ii) \( \exists \tau \in \text{get-eit}(p, F_2, ss) \) and \( \tau \notin \delta_{p_1} \)

3. (i) From step 3(i), \( \tau \notin \delta_{p_2} \) since \( \tau \in \text{get-eit}(p, F_2, ss) \) and \( p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss) \)
(ii) From step 3(ii), \( \tau \notin \delta_{p_2} \) since \( \tau \notin \delta_{p_1} \), and \( p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss) \)

4. From step 3, \( \forall \tau \in \text{get-eit}(p, F_2, ss), \tau \notin \delta_{p_2} \).

5. From step 4 and from Defs. 37 and 44, and construction of get-eit, bad transitions in ss reachable in presence of \( F_2 \) can no longer be reached.

6. From step 5, \( p_2 \) is fail-safe fault-tolerant to \( F_2 \).

\[ \square \]

We now prove the second part of Proposition 7: \( p_2 \) has perfect detection to \( F_2 \).

Proof.

1. Given: \( p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss) \)

2. From Prop. 7 (i), \( p_2 \) is fail-safe fault-tolerant to \( F_2 \)

3. From step 3, no computation of \( p_2 \) in presence of \( F_2 \) will violate SS.

4. From step 3, the new detector components for fail-safe fault tolerance to \( F_2 \) are complete.

5. From step 3 and Def. 44, all \( \tau \in \text{get-eit}(p, F_2, ss) \) are SS-inconsistent for \( p \)

6. From step 5, the new detector components for fail-safe fault tolerance to \( F_2 \) are accurate.

7. From steps 4, and 6, the new detector components for fail-safe fault tolerance to \( F_2 \) are perfect.
We now prove the third part of 7: \( p_2 \) has minimal detection latency to \( F_2 \).

**Proof.**

1. Given: \( p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss) \)

2. From Prop. 7 (i), \( \forall \tau \in \text{get-eit}(p, F_2, ss), \tau \not\in \delta_{p_2} \)

3. From step 3, \( p_2 \) has detection latency 0, i.e., minimal detection latency, to \( F_2 \).

\( \square \) We have proved that this way of designing fail-safe fault tolerance to \( F_2 \) is correct, and that \( p_2 \) has perfect detection, and minimal detection latency to \( F_2 \).

However, we have yet to show that the construction preserves the fail-safe fault-tolerance to \( F_1 \), i.e., we need to verify that there are no interference.

To achieve this, we first need to prove that “In the absence of \( F_1 \) and \( F_2 \), the detector components added to \( p_1 \) for fail-safe fault tolerance to \( F_2 \) do not interfere with \( p_1 \), i.e., each computation of \( p_1 \) is in the problem specification even if it executes concurrently with the new detector components”.

**Proof.**

1. From Prop. 7 (ii), \( p_2 \) has perfect detection to \( F_2 \).

2. From step 1, the new detector components for fail-safe fault tolerance to \( F_2 \) are perfect in \( p_1 \).

3. From step 3 and Lemma. 1, the new detector components for fail-safe fault tolerance to \( F_2 \) do not interfere with \( p_1 \).

\( \square \)

We now prove the second part of the non-interference conditions, which is “In the presence of \( F_1 \), the new detectors for fail-safe fault tolerance to
$F_2$ do not interfere with the fail-safe $F_1$-tolerance of $p_1$, i.e., every computation of $p_1$ is in the fail-safe $F_1$-tolerance specification even if $p_1$ executes concurrently with the new components."

**Proof.** We prove this by contradiction. We first assume that there exists a computation in presence of $F_1$ that violates safety, and show that such a computation cannot exist, i.e., a contradiction.

1. Given $p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss)$

2. Assume that there is a computation $\alpha$ in presence of $F_1$ that violates safety

3. From step 3 and Proposition 2, $\alpha$ contains a bad transition $\tau$.

4. From step 3 and by construction of $p_1$, $\tau$ is not reachable in presence of $F_1$.

5. From step 4, and by construction of $p_2$, no new transition is introduced, hence $\tau$ is still unreachable.

6. From steps 3, 4 and 5, we have a contradiction.

The proof of the third part, which is "In the presence of $F_2$, $p_1$ does not interfere with the new detectors that provide fail-safe fault tolerance to $F_2$.”

**Proof.** By Proposition 7(i), $p_1$ does not interfere with the new detector components. \[\square\]

We have proved that the new added components to $p_1$ adds fail-safe fault tolerance with perfect detection, and minimal detection latency to $F_2$, and that this addition preserves the fail-safe fault tolerance to $F_1$. Thus, we now need to prove that, in presence of $F_1$, the perfect detection, and minimal detection latency of $p_1$ to $F_1$ is preserved.
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**Proof.** We prove that perfect detection to $F_1$ is preserved in presence of $F_1$.

1. Given: $p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss)$

2. From the first design step, $p_1$ has perfect detection to $F_1$

3. By construction, the new detector components for $F_2$ do not interfere with fail-safe fault tolerance of $p_1$ to $F_1$, hence completeness of detector components for $F_1$ is preserved.

4. From Def. 38, every transitions $\tau \in \text{get-eit}(p, F_2, ss)$ is $SS$-inconsistent for $p$.

5. From step 4, and by construction, no $SS$-consistent transition is removed, hence accuracy of the detector components for $F_1$ is preserved.

6. From steps 3, and 5, perfect detection is preserved.

$\square$

**Proof.** We now prove that minimal detection latency to $F_1$ is preserved in presence of $F_1$.

1. Given: $p_2 = p_1 \setminus \text{get-eit}(p, F_2, ss)$

2. From step 1, no transition is added.

3. From step 3, set $eit_1$ is still “removed”

4. From step 3, minimal detection latency to $F_1$ is preserved.

$\square$

We have, at this point, proved the correctness of the transformation step of program $p_1$ into program $p_2$. The procedure of adding fail-safe multitolerance can be easily generalized for $n$ fault classes.
The algorithm to design fail-safe multitolerance to \( n \) fault classes, with perfect detection, and minimal detection latency is shown in Fig. 6.11.

**add-efficient-fail-safe-multitolerance\((p, \{F_1, \ldots, F_n\}, ss: \text{set of transitions})\):**

\[
\begin{align*}
&\{ i := 1; p_0 := p \\
&\text{while } (i \leq n) \text{ do } \\
&\quad eit_i := \text{get-eit}(p, F_i, ss)\\
&\quad p_i := p_{i-1} \setminus eit_i;\\
&\quad i := i + 1; \} \text{ od}\\
&\text{return}(p_n)
\end{align*}
\]

Figure 6.11: Algorithm \textit{add-efficient-fail-safe-multitolerance} adds fail-safe fault tolerance to \( n \) fault classes, with perfect detection, and minimal detection latency to every fault class.

**Theorem 15 (Synthesis of Efficient Multitolerance)** Given a fault-intolerant program \( p \) with safety specification \( SS \), and \( n \) fault classes \( F_1 \ldots F_n \). Algorithm \textit{add-efficient-fail-safe-multitolerance} adds fail-safe fault tolerance to \( F_1 \ldots F_n \) to \( p \), with perfect detection, and minimal detection latency to all fault classes.

### 6.3.5 A Simple Example

**One-at-a-Time Addition of Fail-Safe Fault Tolerance with Perfect Detection and Minimal Detection Latency**

In this section, we will present a small example to illustrate the workings of algorithm \textit{add-efficient-fail-safe-multitolerance}. For continuity, we reuse the same example as before. The fault-intolerant program is identical to the
program of Fig 6.5, and is depicted in the presence of $F_1$. Recall that, for this program, transitions $(10,11)$ and $(20,21)$ are bad transitions.

During the first iteration through algorithm \textit{add-efficient-fail-safe-multitolerance}, the call to \textit{get-eit} causes transitions $(7,8)$, $(18,19)$ and $(19,20)$ to be tagged as earliest $SS$-inconsistent transitions. These transitions are then removed from the fault-intolerant program. The resulting fail-safe fault-tolerant program $p_1$ has perfect detection, and minimal detection latency to $F_1$. Program $p_1$ in presence of $F_1$ is shown in Fig. 6.12.

Then, we consider program $p_1$ in presence of $F_2$, as shown in Fig. 6.13.

In the second iteration through \textit{add-efficient-fail-safe-multitolerance}, we need to add fail-safe fault tolerance with perfect detection, and minimal detection latency to $F_2$ to $p_1$, while preserving the fail-safe fault tolerance with perfect detection, and minimal detection latency of $p_1$ to $F_1$. First, we consider $p_1$ in presence of $F_2$, as shown in Fig. 6.13. The call to \textit{add-efficient-fail-safe-multitolerance} causes transitions $(9,10), (17,18), (20,21)$ to be considered as earliest $SS$-inconsistent transitions.

Observe that the call to \textit{add-efficient-fail-safe-multitolerance} in the second iteration refers to the fault-intolerant program $p$, instead of $p_1$. This
is so because had the call referred to \( p_1 \), transition \((17, 18)\) would not have been included. Given that transition \((19, 20)\) has been removed in the first iteration, if \( p_1 \) is referred to, then no path from a fault transition of \( F_2 \) to a bad transition, using only only program transitions, would be observed, i.e. no path from transition \((17, 18)\) to bad transition using only program transitions would be observed. So, transition \((17, 18)\) would not have been included as an earliest SS-inconsistent transition.

The resulting fail-safe multitolerant program \( p_2 \) to fault classes \( F_1 \) and \( F_2 \) with perfect detection, and minimal detection latency to both is shown in Fig. 6.14.

In this section, we have considered the approach where fault classes are considered in some fixed total order, and presented two algorithms that automates the addition of multitolerance. Another possible design approach for multitolerance considers all fault classes at the same time.

In the next section, we present two algorithms that add multitolerance, while considering all fault classes at the same time.
6.4 All-at-a-time Design of Multitolerance

In the previous section (Section 6.3), we presented two algorithms that synthesize fail-safe multitolerant programs to $n$ fault classes, by considering one fault class at a time. The first algorithm ensures that the resulting fail-safe multitolerant program has perfect detection to all fault classes, while the second algorithm ensures that the multitolerant program has perfect detection, and minimal detection latency to all fault classes.

In this section, we consider another design approach where all the fault classes are considered at the same time, and we present two algorithms based on this design approach that achieve the same goals as the algorithms of Section 6.3. The first algorithm yields fail-safe multitolerant programs to $n$ fault classes $F_1 \ldots F_n$ with perfect detection, by considering all the fault classes at the same time, while the second algorithm, that again handles all fault classes at the same time, yields fail-safe multitolerant programs to fault classes $F_1 \ldots F_n$ with perfect detection, and minimal latency. We also show that fail-safe multitolerant programs obtained from corresponding algorithms of either design approach are identical. We further exploit this relation to prove properties of the fail-safe multitolerant programs obtained.
using the algorithms presented in this section.

Design of multitolerance while considering all fault classes at the same time still requires the verification of non-interference between the different program components. Since all fault classes are considered at the same time, adding fault tolerance to one fault class entails verification that the new detector components do not interfere with the fail-safe fault tolerance to all other fault classes. This problem is tackled by showing that the fail-safe multitolerant program obtained using the all-at-a-time algorithm is identical to the fail-safe multitolerant program obtained by using the corresponding one-at-a-time algorithm.

### 6.4.1 Multitolerance with Perfect Detection

In this section, we present an algorithm that adds fail-safe multitolerance with perfect detection to fault classes $F_1 \ldots F_n$ by considering fault classes at the same time.

The algorithm, `add-perfect-fail-safe-multitolerance-all`, is shown in Fig. 6.15.

```
add-perfect-fail-safe-multitolerance-all(p, [F_1 \ldots F_n], ss: set of transitions):
    { cobegin
        |\_{i=1}^n ss_{r_i} := get-srr(p, F_i, ss); coend
        ss_r := \bigcup_{i=1}^n ss_{r_i}
        return(p_n := p \setminus ss_r)
    }
```

Figure 6.15: Algorithm `add-perfect-fail-safe-multitolerance-all` adds fail-safe fault tolerance to $n$ fault classes, with perfect detection to every fault class by considering all fault classes at the same time.
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**Theorem 16** Given a fault-intolerant program $p$ with safety specification $SS$, and $n$ fault classes $F_1 \ldots F_n$. Algorithm add-perfect-fail-safe-multitolerance-all adds fail-safe fault tolerance to $F_1 \ldots F_n$, with perfect detection to all fault classes, while considering all fault classes at the same time.

To prove this, we make the following observation.

**Proposition 8** Given a fault-intolerant program $p$ with safety specification $SS$, and $n$ fault classes $F_1 \ldots F_n$. Given two programs $p_n := \text{add-perfect-fail-safe-multitolerance} \ (p,[F_1 \ldots F_n],ss)$, and $p'_n := \text{add-perfect-fail-safe-multitolerance-all}(p,[F_1 \ldots F_n],ss)$. Then, $p_n = p'_n$.

To prove the above proposition, we need to show the following:

1. Every transition removed in $p_n$ is also removed in $p'_n$.
2. Every transition removed in $p'_n$ is also removed in $p_n$.

**Proof.** We consider any given transition $\tau$ that is removed in $p_n$.

1. $\tau$ is removed in $p_n$

2. From step 1, $\exists i : 1 \leq i \leq n : \tau \in \text{get-ssr}(p_{i-1}, F_i, ss)$

3. From step 3 $\exists$ a computation $\alpha$ of $p_{i-1}$ in presence of $F_i$ s.t $\tau$ occurs in $\alpha$

4. From step 3 $\alpha$ is also a computation of $p$ in presence of $F_i$ and $\tau$ occurs in $\alpha$

5. From step 4, and by construction of $p'_n$, $\tau$ is removed in $p'_n$

We now prove the second part:
\textbf{Proof.} We prove this by contradiction, i.e., we assume there is a transition \( \tau \) that is removed in \( p'_n \) but not in \( p_n \), and show a contradiction.

1. \( \exists i : 1 \leq i \leq n : \tau \in \text{get-srr}(p, F_i, ss) \)

2. From step 1, there exists a computation \( \alpha \) of \( p \) in presence of \( F_i \) s.t \( \tau \) occurs in \( \alpha \).

3. Since \( \tau \notin \delta_{p_i}, \forall i : 1 \leq i \leq n, \tau \) is not reachable by \( p_{i-1} \) in presence of \( F_i \).

4. By construction of \( p_{i-1}, i > 1 \), either \( \tau \) is also unreachable by \( p \) in presence of \( F_i \), or \( \tau \) is already removed from \( p_n \).

5. From assumption, steps 3, and 4, we have a contradiction.

\( \square \)

Thus, we have proved that algorithms \textit{add-perfect-fail-safe-multitolerance} and \textit{add-perfect-fail-safe-multitolerance-all} yield identical fail-safe multitolerant programs with perfect detection. We present a simple example in the next section to illustrate the working of the algorithm.

\subsection{6.4.2 A Simple Example}

\textbf{All-at-a-Time Addition of Fail-Safe Fault Tolerance with Perfect Detection}

Again, we use the same example as before to illustrate the working of algorithm \textit{add-perfect-fail-safe-multitolerance-all}. The fault-intolerant program in presence of \( F_1 \) and \( F_2 \) is shown in Figs. 6.16 and 6.17 respectively.

In the presence of \( F_1 \), bad transitions \((10,11),(20,21)\) are reachable, while in the presence of \( F_2 \), the same set of bad transitions is reachable (call to \textit{get-srr}). These transitions are then removed from the program to yield
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![Fault-intolerant program in presence of $F_1$](image1)

![Fault-intolerant program in presence of $F_2$](image2)

a fail-safe fault-tolerant program with perfect detection to both $F_1$ and $F_2$, as shown in Fig. 6.18.

Observe that the resulting program in Fig. 6.18 is identical to the program shown in Fig. 6.8 (obtained using the approach that considers fault classes one at a time).

In the next section, we present an algorithm that adds fail-safe fault tolerance to $n$ fault classes $F_1 \ldots F_n$, with perfect detection, and minimal detection latency to all fault classes, while considering all fault classes at the same time.
6.4.3 Multitolerance with Perfect Detection and minimal detection latency

In this section, we present an algorithm that adds fail-safe multitolerance to fault classes $F_1 \ldots F_n$ with perfect fault detection, and minimal detection latency, while considering all fault classes at the same time.

The algorithm, `add-efficient-fail-safe-multitolerance-all`, is shown in Fig. 6.19.

**Theorem 17** Given a fault-intolerant program $p$ with safety specification $SS$, and $n$ fault classes $F_1 \ldots F_n$. Algorithm `add-efficient-fail-safe-multitolerance-all` adds fail-safe fault tolerance to $F_1 \ldots F_n$, with perfect detection, and minimum detection latency to all fault classes, while considering all fault classes at the same time.

To prove this, we make the following observation.

**Proposition 9** Given a fault-intolerant program $p$ with safety specification $SS$, and $n$ fault classes $F_1 \ldots F_n$. Given two programs $p_n := \text{add-efficient-fail-safe-multitolerance}(p, [F_1 \ldots F_n], ss)$, and $p'_n := \text{add-efficient-fail-safe-multitolerance-all}(p, [F_1 \ldots F_n], ss)$. Then, $p_n = p'_n$. 
add-efficient-fail-safe-multitolerance-all\(p, [F_1 \ldots F_n], ss\): set of transitions:

\[
\begin{align*}
\text{cobegin} \\
\bigcup_{i=1}^n \text{eit}_i := \text{get-eit}(p, F_i, ss); \text{coend} \\
eit := \bigcup_{i=1}^n \text{eit}_i \\
\text{return}(p_n := p \setminus \text{eit})
\end{align*}
\]

Figure 6.19: Algorithm \textit{add-efficient-fail-safe-multitolerance-all} adds fail-safe fault tolerance to \(n\) fault classes, with perfect detection, and minimal detection latency to every fault class by considering all fault classes at the same time.

To prove the above proposition, we need to show the following:

1. Every transition removed in \(p_n\) is also removed in \(p'_n\).
2. Every transition removed in \(p'_n\) is also removed in \(p_n\).

\textbf{Proof.} The proof is trivial, by construction.

1. In both constructions, the set \(\text{eit}_i\) is computed in the same way, and then removed.

2. From step 1, every transition removed in \(p_n\) is also removed in \(p'_n\).

3. From step 1, every transition removed in \(p'_n\) is also removed in \(p_n\).

\[\square\]

6.4.4 A Simple Example

One-at-a-Time Addition of Fail-Safe Fault Tolerance with Perfect Detection and Minimal Detection Latency
As before, we reuse the same example to illustrate the working of algorithm \textit{add-efficient-fail-safe-multitolerance-all}. The fault-intolerant program in presence of $F_1$ and $F_2$ is shown in Figs. 6.20 and 6.21 respectively.

![Fault-intolerant program in presence of $F_1$](image1)

**Figure 6.20: Fault-intolerant program in presence of $F_1$**

![Fault-intolerant program in presence of $F_2$](image2)

**Figure 6.21: Fault-intolerant program in presence of $F_2$**

In the presence of $F_1$, transitions $(7,8), (18,19), (1,20)$ considered earliest $SS$-inconsistent transitions, while in the presence of $F_2$, transitions $(9,10), (17,18), (20,21)$ are earliest $SS$-inconsistent transitions. These transitions are then removed from the program to yield a fail-safe fault-tolerant program with perfect detection to both $F_1$ and $F_2$, as shown in Fig. 6.22.

Observe that the resulting program in Fig. 6.22 is identical to the program shown in Fig. 6.14 (obtained using the approach that considers fault
Figure 6.22: Resulting fail-safe multiliteral program \( p_2 \) to \( F_1 \) and \( F_2 \) with perfect detection and minimal detection latency to both fault classes when considering all fault classes at the same time.

### 6.5 Chapter Summary

In this chapter, we have presented four different algorithms that yields fail-safe multiliteral programs, with various efficiency properties, such as perfect detection, and minimal detection latency for all fault classes, using different design approaches.

We have considered two possible approaches for the design of multiltolerance, namely (i) one that considers one fault class at a time, and (ii) another that considers all fault classes at the same time. We first considered the approach which adds multiliteral by considering one fault class at a time, and we presented two algorithms, namely *add-perfect-fail-safe-multiliteral*, and *add-efficient-fail-safe-multiliteral*, which add fail-safe multiliteral to a previously fault-intolerant program, with various optimal properties. We explained that, during the addition of multiliteral, some non-interference conditions between different program components need to
be verified. However, we extended the proof obligations to include non-interference with the efficiency properties of the program. When fail-safe multitolerance with perfect detection is added, the non-interference conditions are similar to those proposed by Arora and Kulkarni in [AK98a], and are guaranteed by the use of algorithm add-perfect-fail-safe-multitolerance. For provision of fail-safe multitolerance with perfect detection, and minimal detection latency, we verified non-interference between various program components, as well as verified that those efficiency properties are not compromised.

We then considered the approach where all the fault classes are handled at the same time. We provided two algorithms, namely add-perfect-fail-safe-multitolerance-all, and add-efficient-fail-safe-multitolerance-all that add fail-safe multitolerance with perfect detection, and perfect detection and minimal detection latency respectively to an initially fault-intolerant program. We show that the corresponding fail-safe multitolerant programs are identical to those obtained using the one-at-a-time design approach. This means that all non-interference conditions are satisfied, as well as optimal properties preserved.

The algorithms based on the one-at-a-time approach can be used to add fault tolerance to new fault classes. Specifically, assume a fail-safe fault-tolerant program $F_n$ to $n$ fault classes $F_1 \ldots F_n$. If fail-safe fault tolerance to fault class $F_{n+1}$ needs to be added, those algorithms can be used, without having to recompute the fail-safe fault tolerance to all the other fault classes. On the other hand, the algorithms based on the all-at-a-time approach can be used when a fault class is re-defined, or removed. Also, this also means that for fail-safe multitolerance, efficiency properties such as perfect detection can be designed for all fault classes.
Chapter 7

Conclusion and Future Work

In this thesis, we have presented a framework for the design of efficient fail-safe fault tolerance. Such an approach is bound to raise several questions. We first address some of the issues raised in Section 7.1. In Section 7.2, we summarize the contributions made in this thesis, and we discuss their impact in Section 7.3. In Section 7.4, we outline some possible future avenues.
7.1 Discussion

In this section, we address some of the issues our approach has raised.

**Arora and Kulkarni [AK98c] also give a formal definition of detectors. Isn’t every detector according to Arora and Kulkarni a perfect detector?** No. Arora and Kulkarni [AK98c, AK98a] define a detector to be a component which relates two predicates with each other: a detection predicate $X$ (describing the presumed “bad” state like the crash of a process), and a witness predicate $Z$ (indicating that this state holds). The *safeness* condition of the detector [AK98a] mandates that $Z \Rightarrow X$, i.e., the witness is never wrong, while the *progress* and *stability* conditions of the detector [AK98a] mandates that if $X$ is true for long enough, $Z$ will eventually witness this fact and it will do this until $X$ is falsified again. If the detection predicate can be evaluated atomically by the processes, then the detection predicate can be equivalent to the witness predicate. However, a detector does not necessarily guarantee that the detection predicate has any meaningful connection to the correctness specification. So even if the witness predicate is equivalent to the detection predicate, there is no guarantee that it detects bad or inconsistent states with respect to a safety specification.

However, Arora and Kulkarni [AK98a] prove that for any safety specification and every action there exists a detection predicate such that executing the action when the predicate holds maintains the specification. They also indicate that a weakest predicate may exist. However, they do not explain how such predicates (detectors) can be obtained. Our theory gives a guideline how to find this weakest detection predicate $d$. Assuming that
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$d \equiv X \equiv Z$, every detector in the sense of Arora and Kulkarni is perfect. Further, in the sense of Arora and Kulkarni, the weakest predicate exists for critical actions, while in our case, we make no such distinction.

**How do perfect detectors in our work compare to Chandra and Toueg's perfect failure detectors?** There is a close relationship between our terminology and that of the failure detector theory of Chandra and Toueg [CT96]. Kulkarni [Kul99] argues that these failure detectors can be regarded as an instance of detectors in the sense of this paper. The accuracy property of Chandra and Toueg also limits the number of mistakes a detector can make. The completeness property of Chandra and Toueg also refers to the ability of a detector to detect *all* faults.

**In this paper, we have assumed bounded programs, i.e., programs with finite state space. What is the impact if the program is unbounded?** If unbounded programs are considered, the method has to deal with an infinite state space and in the worst case loses completeness, i.e., it may not terminate. However, the method remains sound. This is analogous to the situation in the area of model checking where the failure to invalidate the specification on any finite subset of the state space says nothing about satisfaction of the specification on an infinite state space. Because our method is transition-based, unfortunately, it does not allow to reason directly on the level of guarded command programs, which can be regarded as a finite representation of an infinite transition system.

**In this paper, we provided an algorithm for automating design of fail-safe fault tolerance. Is it efficient? Can the theory be used as a stand-alone?** There are two main contributions of the present work: Firstly, the transformation algorithm automates the addition of fault-
tolerance and is efficient in the sense that it has polynomial time complexity in the “size” of the specification (the number of bad transitions) and the “size” of the program (the number of reachable transitions). If the program is given as a guarded command program, it must first be translated into a state machine.

Secondly, we provided a theory which allowed the derivation of the transformation algorithm and is used to prove its correctness. The theory can be regarded as a refinement of the detector theory of Arora and Kulkarni [AK98c] and better explains the working principles of detectors, e.g., allows a natural way to formulate and explain accuracy and completeness properties. For example, Leveson et al. [LCKS90] observed that the efficiency of a detector is dependent on its location, i.e., which action the detector monitors. Our theory contributes to this by proving that it is sufficient to monitor critical actions with perfect detectors for fail-safe fault tolerance. This saves the programmer of having to try different detectors at different locations to add fail-safe fault tolerance.

Kulkarni and Arora [KA00] presented an algorithm which also solves the transformation problem defined in Section 4.3. Isn’t this algorithm the same as the algorithm presented in this paper? No. The algorithm by Kulkarni and Arora [KA00] also works on the state-transition representation of the program but does more work than absolutely necessary: by adding detectors, it also removes non-reachable transitions from the transition relation. So while the effect of the transformation is the same, the form of the added detectors is different. The ability to formulate this difference is one of the contributions of our theory.

In this paper, we made use of bad transitions. How are those transitions obtained? Is the generation process computationally
expensive? If the safety specification is given as a state invariant, i.e., a predicate $\phi$ on system states (without using history variables), then it is relatively easy to compute the set of bad transitions. For this, it is just necessary to inspect all possible transitions $(s, s')$ and check whether $s$ satisfies $\phi$ and $s'$ satisfies $\neg \phi$. This is feasible if the set of transitions is bounded. In practice, most safety specifications are state invariants.

Not every safety specification can be represented as a predicate on system states, even if it is fusion-closed. As an example, consider a system consisting of three states $s_1, s_2, s_3$ and the correctness specification $SS = \{s_1 \cdot s_2 \cdot s_3\}$. There is no “bad state” in this program, but there is a bad transition $(s_1, s_3)$. We are not aware of any method to efficiently calculate these transitions from an abstract representation of the specification (e.g., a temporal logic formula).

In the definition of $SS$-inconsistency, there exists a sequence of program transitions after the occurrence of faults that eventually lead to violation of safety. What is the impact of such a requirement? In the definition of $SS$-inconsistency, we require that there exists a sequence of program transitions that eventually lead to violation of safety. The reason behind this requirement is based on the fact that fault cannot directly violate safety, which can then only be violated by a (bad) program transition. Thus, when safety is violated, at least one program transition is executed (which is the bad transition itself). However, depending on the fault model, there can then be a sequence of program transitions that ultimately leads to the bad transition being executed. Also, the reason for considering only when there exists a sequence of program transitions that ultimately lead to safety violation is that one can prevent (bad) program transitions from occurring, however this is not possible for fault transitions. The impact of such a requirement is that it allows the definition of the
earliest \(SS\)-inconsistent transition that underpins fast detection. If such a requirement is "removed", then assuming that a fault transition is an "earliest inconsistent transition", one cannot prevent it from occurring.

**Can the algorithm add-perfect-fail-safe be used to synthesize fail-safe fault-tolerant programs with perfect detection, and optimal detection latency?** We have shown through examples how the use of algorithms add-perfect-fail-safe, and add-efficient-fail-safe yield the same results for distributed algorithms. However, for other classes of programs, the results will be different.

But, there is a sense in which algorithm add-perfect-fail-safe is equivalent to algorithm add-efficient-fail-safe. Since all \(SS\)-inconsistent transitions can possibly lead to safety violation, then if we treat each such \(SS\)-inconsistent transition as bad, then the set \(ss\) of bad transitions is extended to include the set of transitions that are \(SS\)-inconsistent for \(p\). Then, since all earliest inconsistent transitions are \(SS\)-inconsistent, they are also included in set \(ss\). Running algorithm add-perfect-fail-safe thus removes the earliest inconsistent transitions, which then gives the same result as that when running algorithm add-efficient-fail-safe. However, the set eit of earliest inconsistent transitions still needs to be determined. That is, algorithm add-efficient-fail-safe can call add-perfect-fail-safe for generation of efficient fail-safe fault-tolerant programs.

**Is our assumption of such a fault model as assumed in this thesis valid? What it the impact of choosing a fault model where faults can directly violate safety?** In this thesis, we have assumed fault models that can be tolerated. Specifically, we have discarded fault models where faults can directly lead to violation of safety. We can analyze the impact of such an assumption for two general cases.
In the case of distributed algorithms, it is seldom the case that faults can lead directly to violation of safety. To see this, consider, for example, a mutual exclusion protocol. When one process is executing in its critical section, even if a fault happens, the fault cannot just cause another process to start accessing its critical section. The fault can however 

cause the process to enter its critical section, by “enabling” a transition which would have otherwise been disabled. Kulkarni and Ebnenasir termed such specifications as fault-safe specifications [KE02].

For the case of embedded applications, such a fault model is still valid. For example, the output register can be replicated in such a way that the probability of more than a majority of registers being corrupted is always 0. However, this ensures that safety is never violated by faults.

If we allow faults to directly violate safety, then our algorithms can be extended to deal with such a case. When designing fail-safe fault tolerance, we need to take steps to prevent the program from reaching those states from where faults can directly violate safety. If such faults can occur from any state, then we need to prevent the program from reaching any state, i.e., there is no fail-safe fault-tolerant program.

7.2 Summary of Research Contributions

In this section, we present brief summaries of the main contributions made in this thesis. The aim was to develop a framework that can allow systematic development of efficient (fail-safe) fault-tolerant programs, where efficiency was characterized by such commonly-used metrics as detection coverage and detection latency.
7.2.1 Perfect Detection

In Chapter 4, we developed a theory of detectors, and identified a class of detectors, called perfect detectors, that are crucial in the design of fail-safe fault-tolerant programs. The theory is believed to capture the working principles of detectors better than before. We showed, among others, that composing critical actions of a program with perfect detectors ensures fail-safe fault tolerance in presence of faults, i.e., composing critical actions of a program with perfect detectors is sufficient to ensure fail-safe fault tolerance. We also showed that, in the absence of faults, liveness is not compromised. In practical terms, this means that, whenever an error is flagged, there is a "harmful" error in the system, i.e., it is not a false alarm. We have presented examples to show the viability of our approach.

As indicated by Leveson et al in [LCKS90], the design of "effective" detectors is problematic, and the effectiveness is heavily reliant on the experience of the software designers/programmers. Though the authors of [LCKS90] did not explicitly indicate what they meant by "effectiveness" of detectors, we have shown that "effectiveness" is captured by the completeness, and accuracy properties of detectors. To lessen the impact of such requirements as experience of programmers on the design of effective detectors, we provided an algorithm that yields a fail-safe fault-tolerant program with perfect detection, by composing the critical actions of the corresponding fault-intolerant program with perfect detectors. This is achieved by removing those bad transitions that are reachable in presence of faults.

In general, to validate the fault tolerance mechanisms incorporated in a program, fault injection experiments [IT96, AAA+90] are usually conducted. In particular, they are used to quantify the coverage of the mechanisms, such as in [Hil00], where the coverage is the ratio of the number of faults detected to the number of faults injected. However, by design, the fail-safe
fault-tolerant programs obtained from the algorithm has "perfect" coverage, since the detectors are perfect.

We have also shown that the automatic synthesis of fail-safe fault-tolerant programs has polynomial time complexity in the size of the state space of the fault-intolerant program.

7.2.2 Fast Detection

In Chapter 5, we developed a theory of fast detectors, and identified a class of detectors, called fast detectors, that ensures minimal detection latency, as well as perfect detection. The idea behind fast detection is to prevent errors from propagating and corrupting the entire state of the program. However, when designing fast detectors, one problem can be that these fast detectors are not perfect. We have therefore identified the class of fast detectors that ensures both perfect detection, and minimal detection latency.

As before, design of effective detectors is problematic. Also, when designing fault-tolerant systems, when fault injection experiments are conducted to determine the effectiveness of the fault tolerance mechanisms, detection latency of these mechanisms is usually evaluated, and is taken to be the minimum time between the onset (injection) of a fault and its detection. Fault injection experiments can be a computationally expensive process to evaluate detection latency. Thus, to tackle the problem of designing perfect detectors while ensuring minimal detection latency, we provided an algorithm that achieves that. By construction, the detection latency of the fail-safe fault-tolerant program to the fault class is 0 (minimal).

7.2.3 Design of One-at-a-time Multitolerance

Building upon the design of perfect and fast detectors, we aimed at generalizing the results to deal with multiple fault classes. In Chapter 6, we
addressed the problem of adding efficient fail-safe multitolerance, i.e., the ability of a program to tolerate multiple classes of faults. We argued that, in a distributed environment, the nature and types of faults affecting a system is varied, and thus the design of fault-tolerant systems needs to be cognizant of such diversity. There are two possible ways of designing multitolerance, and in Chapter 6, we presented algorithms that build upon each approach.

The first approach deals with addition of multitolerance in a stepwise fashion, that is adding fail-safe fault tolerance to a given fault class one at a time. We explained that during the addition of multitolerance to an initially fault-intolerant program, the program is extended with detector components that handle faults from each fault class. Consequently, there can be interference between different program components, for example between detector components for different fault classes, or between the program and the detector components for some fault class. This interference needs to be handled, and "removed", since it may prevent the different program components from satisfying their problem specification. Some of the non-interference conditions were first presented by Arora and Kulkarni in [AK98a]. However, given our focus on efficient fail-safe fault tolerance, we explained that during addition of multitolerance, the detector components for different fault classes should not interfere with the optimal properties (perfect detection, and minimal detection latency) of the fail-safe multitar tolerant program to different fault classes. Therefore, we have extended the set of non-interference conditions to include those relating to program properties. Therefore, any algorithm that automatically adds multitolerance to a program needs to reflect those non-interference requirements.

We developed two algorithms that automatically add multitolerance to a fault-intolerant program. The first algorithm transforms a fault-intolerant program into a fail-safe multitar tolerant program, with perfect detection to all
fault classes considered. The second algorithm transforms a fault-intolerant program into a fail-safe fault-tolerant program with perfect detection, and minimal detection latency to every fault class considered. Each algorithm was incrementally developed, and each design stage was proved to handle the non-interference conditions (between program components, and program properties).

7.2.4 Design of All-at-a-time Multitolerance

In Chapter 6, we also focused on the second approach for designing multitolerance. In this approach, all the fault classes are considered at the same time. We developed two algorithms that add fail-safe multitolerance to a fault-intolerant program, by considering all fault classes at the same time.

The first algorithm yields a fail-safe multitolerant program with perfect detection to all fault classes, while the second algorithm yields a fail-safe multitolerant program with perfect detection, and minimal latency to all fault classes. We have shown that the programs yielded using these algorithms are identical to those yielded by the corresponding algorithm that considers one fault class at a time.

7.3 Impact

We now discuss briefly the impact our contributions have on design of fail-safe fault tolerance. Our theory provides a general yet powerful basis for understanding the working principles of detectors. Specifically, we have been able, through our defined notion of perfect detectors, to explain design decisions in the design of fault-tolerant programs. For example, only critical actions of programs were composed with detectors. How these detectors were designed or what properties should they possess were mostly intuitive, or based on experience. Our contribution has shown that, for fail-safe fault
tolerance, the detectors need to be perfect, and that it is sufficient to compose critical actions with such detectors.

We have also shown that, in order to have minimal detection latency, the detectors of non-critical actions are non-trivial, i.e., they are also perfect. By way of contrast, Arora and Kulkarni observed in [AK98b] that, “according to their experience”, detectors of non-critical actions are trivial, i.e., true. Thus, we conclude that there are times when their approach can yield minimal detection latency, but may be not always. Arora and Kulkarni also observed in [AK98b] that the detectors of critical actions are non-trivial, while Leveson et al. observed in [LCKS90] that design of effective detectors is difficult. Though the authors never explicitly clarified the meaning of “non-trivial”, or “effective”, our theory has enabled us to determine the properties that underpin the notions of “non-triviality” and “effectiveness”, i.e., the properties of completeness, and accuracy.

Further, we have provided a generalization of our approach by looking at the design of multitolerable programs. We have provided algorithms that can automatically add efficient fail-safe multitolerance, and that for certain classes of fault tolerance, and efficiency properties, the impact of the order in which fault classes are handled can be minimized.

7.4 Future Work

Our work on automated synthesis of fail-safe fault tolerance has opened up several new avenues for future research. Some of them are outlined below.

One of the main assumptions underpinning our work has been that specification are fusion closed. Fusion closure guarantees that the history of the computation is “available” in the current state of the system, i.e., by just looking at the current state, one can determine whether the next step is a bad one or not. A specification that is not fusion closed can be made fusion
closed by adding history variables. However, adding another variable leads to an exponential increase in size of the state space of the program. This suggests two possible avenues: (i) Is there a way of converting non fusion closed specifications into a fusion closed specification that minimizes the number of states added?. (ii) Does there exist a class of non fusion closed specifications which have sufficiently “nice” features such that the absence fusion closure is irrelevant?.

In this thesis, we have looked at two properties of fail-safe fault-tolerant programs, namely perfect detection, and detection latency. However, there are other properties that can be investigated. One such property is availability. In fact, in the course of this work, we have observed that one needs to adopt a pessimistic look of a computation in order to have fast detection. However, for availability, one needs to adopt a more optimistic outlook. How can availability be modeled, and its impact on design decisions will be investigated.
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