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Abstract. Digital infrastructures are seeing convergence and connec-
tivity at unprecedented scale. This is true for both current critical na-
tional infrastructures and emerging future systems that are highly cyber-
physical in nature with complex intersections between humans and tech-
nologies, e.g., smart cities, intelligent transportation, high-value manu-
facturing and Industry 4.0. Diverse legacy and non-legacy software sys-
tems underpinned by heterogeneous hardware compose on-the-fly to de-
liver services to millions of users with varying requirements and unpre-
dictable actions. This complexity is compounded by intricate and com-
plicated supply-chains with many digital assets and services outsourced
to third parties. The reality is that, at any particular point in time, there
will be untrusted, partially-trusted or compromised elements across the
infrastructure. Given this reality, and the societal scale of digital infras-
tructures, delivering secure and resilient operations is a major challenge.
We argue that this requires us to move beyond the paradigm of security-
by-design and embrace the challenge of securing-a-compromised-system.
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1 Introduction

The security of infrastructures, architectures, and mechanisms is built on as-
sumptions. This includes speculations or approximations about context, usage,
threat models or interactions with other systems. Even when correct, these as-
sumptions may only hold at a particular point in time and are often shaped by
additional assumptions about the system’s lifespan and that the designed se-
curity approaches will mitigate against vulnerabilities over that lifespan. These
assumptions do not survive contact with the reality of deployed systems.

In practice, a system involves a range of other sub-systems several of which
are not in the purview of the developers or the organisation deploying the sys-
tem—in many instances assets and services are outsourced to third parties with
security breaches having major knock-on effects on a wide array of systems and
users [6]. Even where these sub-systems are within the development or admin-
istrative control of the system owner, there are complex technology stacks with
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a plethora of third party libraries, hardware, software components and diverse
development practices – including often misplaced assumptions about threat
models [7, 20]. Furthermore, threat actors evolve quickly in terms of their capa-
bilities, motivations and tactics, techniques and procedures, for example using
generative AI techniques to create malware [13]. Systems, particularly large-scale
ones that underpin societal scale infrastructures, e.g., water, power, digital ser-
vices for citizens, do not evolve as rapidly. It takes time and money to change
a system and, where such change is enacted, for example, for a power system
or railway infrastructures, it is a major investment of hundreds of millions or
billions of pounds involving rearchitecting the system, upgrading hardware and
software systems, testing for safety and uptime, and retraining of staff. In some
cases, it is even not possible to upgrade legacy systems to state-of-the-art se-
curity mechanisms due to real-time requirements or the need to formally prove
safety and dependability related properties.

Furthermore, digital infrastructures have complex interdependencies and in-
tersections with human users who are an integral part of the work and informa-
tion flows. Often, human interactions with the systems catalyse dynamic compo-
sition of services which create new interactions and dependencies across systems
at runtime. Usability of security mechanisms is paramount [23] not only to ensure
that security does not create significant overheads but also to mitigate against
shadow security practices [18] by users. Security mechanisms typically aim to
address specific threats or vulnerabilities. For example, the Digital Security by
Design (DSbD) programme is making key advances to eliminate memory vulner-
abilities at the hardware-level [9]. While this holds great promise, there remain
risks of developer-induced vulnerabilities [28] or constraining assumptions as to
who the threat actor is, e.g., one aiming to extract data from RAM after super
cooling it [29].

The reality is that it is impossible to secure all aspects of a system by design.
Measuring security – and its goodness – is an open problem and polling good-
ness of a system cannot perfectly determine if the system’s behaviour is good.
The best one can do is probabilistic [4]. The reality is that systems will become
compromised or will always have untrusted, partially trusted, or compromised
elements. Pragmatic considerations mean also that one cannot simply shutdown
a whole transportation infrastructure because, say, a traffic signal is compro-
mised, or disconnect large parts of the power grid because specific components
are under attack. How we ensure that the system continues to operate within
specified bounds of safety and resilience – albeit potentially at reduced capacity
– is critical, as is the capability to limit impacts of partial breaches including
cascading effects across interconnected infrastructures. We, therefore, posit that
research needs to move beyond the paradigm of security-by-design and embrace
the challenge of securing-a-compromised-system. This requires scientific advances
in four key dimensions. We discuss these next to present a research agenda for
the research community.
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2 Research Challenges

2.1 Predictability

Predictability is an inherent goal in security: knowing what can and will happen,
what can be done to mitigate it and the extent to which any mitigation is effec-
tive. Predictability requires measuring security which is a hard problem in any
system. It is compounded in digital infrastructures as complexity is paramount:
mix of technology (legacy and non-legacy), uncertainty about threats and effec-
tiveness of controls, emergent behaviour, interactions between security and other
system goals, trustworthiness of people and organisations and divergence from
rules (shadow practices).

A large body of work has focused on developing metrics. Reference sources
such as NIST 800-55 [5] and ISO 27004 [15] adopt a catalogue approach: ref-
erence metrics classified into categories and documented with scenarios and ex-
amples. However, the contextualisation of metrics relies on arbitrary examples
and use cases, limiting their expressiveness and hence their ability to address the
complexity and inherent uncertainty. Others promote a more structured way of
designing security measurements [12, 17, 11]. However, they presume that one
knows a priori what is pertinent to measuring security and that instrumenting
all elements is feasible—not the case given the dynamism and opaqueness in
contemporary and future digital infrastructures.

Standards such as NIST SP 800-160 Volumes 1 and 2 [21, 22] offer guidance
on engineering trustworthy secure and resilient systems. However, such standards
are based on the premise that the problem, solution and trustworthiness contexts
can be established a priori and that systems can be architected with a high
degree of control over their components. These assumptions do not hold in large-
scale infrastructures. There are systems about which one can collect relevant
metrics (e.g., a sub-system into which deep instrumentation can be deployed)
and for others one can not. Uncertainty also comes from what is unseen, e.g.,
shadow practice. So modelling the dependencies and deriving relevant metrics to
understand the security implications of those dependencies is a major scientific
challenge.

2.2 Composition

Composing security provision in any system is a hard problem. For instance,
a longstanding principle is that of secure distributed composition which states
that when multiple sub-systems or components are composed, the resulting sys-
tem does not weaken the security policies enforced by its components. Secu-
rity policy enforcement approaches typically take an organisation- or network-
centric view of security, e.g., [10, 26]. These tend to be either obligation-driven
or authorisation-driven [26]. In the former case, policies are enforced actions in
response to particular events or stimuli within a system while, in the latter, they
provide access control rules specifying whether a particular subject can legit-
imately access (or not) a particular object. Such approaches assume that the
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system, whether distributed or not, is within a single administrative control and
even where platform or geographical boundaries are crossed, this happens within
the control of a single organisation or a federated security management frame-
work [8]. This is not the case for digital infrastructures under discussion in this
paper, which are globally interconnected open-ended networked environments.

The challenge is further compounded by the cyber-physical nature of many
constituent systems where legacy hardware and software are abound and secu-
rity assurances can vary widely—from poorly designed network protocol stacks
to access control models that do not enforce privileges at suitable levels. Fur-
thermore, such environments are not static. Devices, systems and services can
dynamically (and, increasingly, automatically) compose based on context and
locality. Human actors are integral to the dynamics, and often catalyse dynamic
composition and delivery of services, e.g., through wearables that bridge mul-
tiple systems simultaneously. Consequently, security orchestration can be, at
best, delivered through service-level agreements (SLAs). However, violation of
such SLAs is often only detected post-hoc. Furthermore, in a large set of sce-
narios, e.g., those involving untrusted or partially-trusted third party systems,
specification, agreement and enforcement of an SLA is impossible.

2.3 Continual Assurance

For well-structured systems (e.g., control systems, database/transactional sys-
tems) with clearly specified security requirements on a) interactions and de-
pendencies across sub-systems, services and components, and b) the expected
threats, research has developed a variety of sophisticated capabilities to monitor
and analyse their security posture to assert (with varying levels of confidence
and accuracy) the requisite levels of security assurances [1, 14, 19]. This is not
the case for globally interconnected open-ended networked heterogeneous envi-
ronments where a complete awareness of all dependencies and knowledge of all
operational paths is not viable. This becomes even more challenging in an ultra-
large scale environment where conjunctions of secure and unsecure, trusted and
untrusted, and reliable and unreliable elements are present.

For instance, for complex and dynamically interconnected systems, the con-
sequent lack of a) complete and stable system and security specifications in-
cluding the threats, and b) complete and stable dependency and interface spec-
ifications, make provisioning of continual assurance a challenge. Such systems
are typically heterogeneous couplings of structured, unstructured, synchronous
and asynchronous elements and services. This precludes a single system model
invariably considered in state-of-the-practice/art approaches [25].

2.4 Incident Response

Over the past 20 years significant progress has been made to mature and develop
incident response and recovery capacity, whether delivered by in-house security
operations centres (SOCs) or by third party managed service providers. This is
supported by automation and tooling, often in the form of Security Information
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and Event Management (SIEM) systems that provide real-time information to
human operators in a SOC. However, selecting the best response and recovery
actions remains a largely human task [2]. Orchestrating incident response on
an infrastructure-scale requires research into the appropriate balance between
human-machine decision-making.

Existing standards such as ISO/IEC 27035-2:2023 [16] offer guidelines on how
to plan, prepare and learn lessons from any incidents, both in terms of system
defences and the incident response approach. Given the high-level nature of such
guidance, operationalisation happens through playbooks, acting as recipes on
steps and actions to take during incident response. However, playbooks remain
very much a manual setup, often taking the format of natural language texts
or flow charts—typically in printed format placed in SOCs. Recent works have
argued for more systematic model-based representations of playbooks [24], and
have highlighted the lack of a) usability studies of playbooks, and b) specificity
even for highly rated playbooks for completeness and correctness by experts [27].

In the infrastructures under discussion, each constituent system will have its
own playbook unlikely to be formalised into any structured or systematic com-
mon model [24]. Orchestrating a globally coordinated incident response on this
scale is, therefore, a major research challenge. It is made even more challenging
by the dynamism—systems composing with the infrastructure or leaving. Fur-
thermore, constituent systems’ playbooks will change in response to incidents
over time. So one cannot start from the assumption that the playbooks are
convergent or will remain so over time. The complexity is further compounded
because contextual information is a challenge in SIEMs as SOC workers are not
involved in the design choices, configurations and operation of specific organ-
isational assets from where telemetry is fed into the SOC. Where contextual
information is communicated, this happens informally and thus remains tacit
and not formally documented [3].

3 In Conclusion

Advancing the paradigm of securing-a-compromised-system will require a sys-
tems approach that addresses the aforementioned four dimensions. We need new
ways to elicit, specify, and validate security assurances for service composition in
the presence of uncertainty, dynamism, and human behaviour. New mechanisms
to compose and orchestrate security provision across diverse and heterogeneous
evolving infrastructures with legacy and non-legacy elements will be critical in
this regard. Alongside, it is paramount that the research community develops
ways to reason about the security state at runtime in order to provide conti-
nuity of oversight and trust in the presence of partially trusted, under attack,
vulnerable, or compromised elements. Last, but by no means least, it is essential
that we address how we may orchestrate incident response that accounts for
heterogeneous incident response practices in constituent systems and provides
situational awareness at the necessary pace and resolution for optimal human-
machine decision-making.
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