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Abstract— Data transport (DT) is a core function for Wireless
Sensor Networks (WSNs) with different applications running on
the same WSN, and having varied requirements on the reliability
of data delivery. Furthermore, application requirements may
evolve over time. Given that the DT reliability is a function
of the continuously changing network properties and protocol
parameters, a framework for online adaptation of DT reliability
is a major contribution to meet the evolving application require-
ments for different network conditions. In this poster we sketch
a novel approach that relies on the Reliability Block Diagrams
to realize such a framework.

I. INTRODUCTION

Wireless Sensor Networks (WSNs) constitute a rapidly
growing research area covering both a wide variety of de-
vices and applications. Typical applications involve tracking
or monitoring as (a) either statically as embedded sensors
or (b) dynamically as mobile (semi-) autonomous entities.
Empirically the core function for a WSN is to collect data from
the environment and transport it to a gateway node termed as
sink. The general data collection and dissemination process
involves the flow of the raw data from source nodes towards
the sink.

A WSN may be designed for different missions, i.e.,
different applications can run on the same WSN. A WSN
deployed for fire detection in a forest can also be utilized
for other tasks, such as measuring the humidity in forest.
The application requires the fire to be detected and reported
with high reliability whereas the delivery reliability required
to measure the humidity may be relatively low. Clearly, the
different applications have different requirements on the reli-
ability of Data Transport (DT). In addition, the requirements
of the same application may evolve in time, for example
if the mission of the WSN changes. Considering the above
example, after the detection of fire and notifying the user,
the (fire detection) application should stop reporting the fire
and continue reporting the perimeter of the fire field. As
the applications main task, reporting the fire detection, is
accomplished, the delivery reliability of the perimeter of the
fire may be tolerable.

Furthermore, the WSN is obviously subject to a wide
range of computing and communication level perturbations,
changing the WSN properties over time which affects the
reliability of DT. For example, the number of nodes in WSN
are changing due to node crashes and new node deployments.
The link quality may vary over time due to variable network

load or environmental conditions. To overcome the changing
properties of WSN, the DT protocols use different parame-
ters such as retransmissions, number of nodes detecting the
phenomenon etc.

The problem becomes of how to tune the DT protocol pa-
rameters to adapt to both the evolving application requirements
and network properties. Most of existing effort for protocol
adaptation focus on tolerating the changes in network proper-
ties and not on application requirements [1]. In [2] a generic
adaptation architecture is defined, which is unfortunately valid
only for a specific class of applications, i.e., for code update.
The above works show how adaptation is beneficial in dynamic
and erratic WSNs and serve as a basis to introduce adaptive
behavior into these multifaceted systems.

We use Reliability Block Diagram (RBD) to analytically
express the delivery reliability [3]. Section II presents briefly
how reliability of DT is modeled using RBD. Using these
RBD’s sensor nodes are aware of inverse functions and
can adapt the DT parameters online to achieve the desired
reliability of application over time. Section III details the
proposed online adaptation mechanism for evolving needs of
WSN applications.

II. MODELING THE RELIABILITY OF DATA TRANSPORT

We define DT in WSNs as a set of operations carried out on
raw data from its generation till the phenomenon is reported
to the sink. The decomposition of the data transport into
operations simplifies the computation of the overall reliability.
The reliability of data transport depends on the reliability of
each operation. If one of the operation fails, then the overall
data transport fails. We model these operations by means of
RBD [3].

To understand the concept of online adaptation in Sec-
tion III let us consider a representative DT protocol, Reliable
Multi-Segment Transport (RMST) [4]. Operations for DT from
the source to the sink in RMST are routing and Message
Loss Detection (MLD). MLD is used for retransmission of
missing messages. For reliable delivery in RMST, a missing
message is detected by Selective Negative Acknowledgment
mechanism and is retransmitted by the node. The failure of
one retransmission does not result in the failure of overall
data transport. This effect is shown as parallel RBD blocks
for RMST in Figure 1.
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Fig. 1. Reliability Block Diagram for RMST

Using Figure 1, the reliability of RMST R is calculated as
follows:

R = 1− {(1−RR) ∗ (1− (RR ∗RMLD))r} (1)

where RR is the routing reliability, RMLD the reliability of
MLD and r is number of retransmissions. RR and RMLD

depend upon WSN properties, i.e., number of nodes, network
conditions etc. The DT protocol parameter r plays an impor-
tant role in the reliability of the data transport.

III. ONLINE ADAPTATION FOR DT RELIABILITY

The reliability of a DT protocol is a function of (a) WSN
properties and (b) protocol parameters. Unlike the protocol
parameters, WSN properties are difficult to control in time.
In most of the application scenarios it is difficult to redeploy
the new nodes, or to avoid crashing of nodes due to energy
depletion. On the other hand protocol parameters can be tuned,
provided the adaptation mechanisms are available. The RBD
establishes a relationship between WSN properties, protocol
parameters and the reliability. Protocol designers can utilize
this relationship and implement simple decisions at deploy-
ment.

Online adaptation of protocols can be easily achieved by
tuning the protocol parameters according to current network
conditions. Assuming, at time to application requirements
for delivery reliability Ro are available to DT protocol, e.g.,
sink disseminates the application requirements to the nodes.
Also the current network properties at to are available to DT
protocol, e.g., via routing layer, facilitating the DT protocol
to computes the protocol parameters. As shown in Figure 2,
considering RMST for instance, RRo and RMLDo reflect the
current network conditions. Wireless sensor nodes can keep
track of network conditions either locally or sink can dissem-
inate this information. Consequently, the protocol parameter
ro can be computed by using inverse function of Equation (1)
as follows:

ro =
log(1−Ro/1−RRo)

log(1− (RRo ∗RMLDo))
(2)

If RR or RMLD varies over time, r will be tuned appropri-
ately such that the required degree of reliability is maintained.
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Fig. 2. Online adaptation for RMST

Similarly if the application varies its requirement for delivery
reliability, r will be tuned to attain the level required by
application.

In the future, we plan to expand the framework focusing
on different mechanisms for nodes to be aware of application
requirements using the requirement analysis presented in [5].
Also we are focusing on developing efficient and scalable
mechanisms to calculate the reliabilities of different operations
for DT, e.g., RR and RMLD.
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