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Abstract

The penetration of distributed generators into the power distribution grid requires real-time control of the grid by
monitoring the state of the power distribution grid. Such a large-scale monitoring cannot be performed by using tradi-
tional Supervisory Control and Data Acquisition (SCADA) systems due to its lack of the scalability. To address this
issue, contemporary Wide Area Measurement Systems (WAMS) are deployed, which provide the dynamic snapshots
of the power system. However, WAMS’s more open structure versus SCADA poses a risk of WAMS being vulnerable
to cyberattacks. In particular, due to high responsiveness and availability requirements of WAMS applications, attacks
i.e, Denial-of-Service (DoS) and Distributed DoS (DDoS) are of primary concern for WAMS.

In this paper, we focus on internal DoS/DDoS attacks launched against the WAMS devices by exploiting the vul-
nerabilities. To counter such attacks, we propose a proactive and robust extension of the Multipath-TCP (MPTCP)
transportation protocol, termed as MPTCP-H. The proposed extension mitigates the internal attacks by using a novel
stream hopping mechanism, which periodically renews the subflows to hide the open port numbers of the connec-
tion. By doing so, MPTCP-H significantly increases the attacker’s cost for a successful attack without perturbing the
WAMS data traffic. The experimental results show that the proposed MPTCP-H provides a significant DoS/DDoS
attack mitigation for WAMS at the expense of reasonable overheads, i.e., additional latency and message.
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1. Introduction1

The Smart Grid (SG), differing from the classical2

power grid with fixed generation sources, dynamically3

coordinates multiple heterogeneous power sources and4

load balancing activities in the power distribution grid to5

provide reliable and cost efficient energy services. This6

is achieved by tightly interlinking the power producers7

and consumers (the physical resources) using advanced8

computing/communication technologies (the cyber re-9

sources) to form an adaptive cyber-control system, i.e.,10

a state machine [1]. The effectiveness of such cyber-11

control systems is based on achieving real-time and ac-12

curate state information as obtained from an efficient13

and reliable communication scheme. Thus, runtime14
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state estimation constitutes a critical element to main-15

tain performance and resilience of the SG over any net-16

work failures transpiring as either operational failures17

or as deliberate attacks. In practice, this state assess-18

ment is achieved by using Wide Area Monitoring Sys-19

tems (WAMS). WAMS uses Phasor Measurement Units20

(PMUs, and also known as Synchrophasors) for data ac-21

quisition to monitor real-time power transmission and22

to detect grid instabilities [2]. The PMUs periodically23

sample the voltage and current parameters of the power24

system, and subsequently forward the sampled data to25

the Phasor Data Concentrator (PDC) for processing.26

As WAMS form the core of SG operations, this crit-27

icality also makes the WAMS susceptible to attacks28

that can exploit communication level vulnerabilities to29

compromise the critical WAMS requirements, e.i., low-30

latency and high-availability. In particular, Denial-of-31

Service (DoS) and Distributed DoS (DDoS) attacks can32

be conducted towards the PMUs or PDCs to cause trans-33

mission delays or loss of measurements. Consequently,34

this can result in a severe degradation in SG perfor-35
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mance in terms of inaccurate predictions of transmis-36

sion status, network metering failures or delays in the37

mitigation of power network failures.38

In this paper, we extend upon the advocated39

Multipath-TCP (MPTCP) approach to provide a re-40

silient and efficient communication scheme for the41

WAMS phasor measurement processes. The basic42

MPTCP provides long-duration communication con-43

nections [3] and provides reactive mitigation against44

attacks with its diverse multi-path functionality. How-45

ever, in order to achieve proactive and robust protection46

of the transport and application layer from DoS/DDoS47

attacks, we introduce a novel stream hopping mecha-48

nism, which is directly integrated into MPTCP, termed49

MPTCP-H. The proposed hopping mechanism hides50

open port numbers by refreshing of the sub-flows51

over time, with new port numbers, without causing52

data traffic interruptions. This mechanism is shown53

to provide high protection against transport and ap-54

plication layer DoS/DDoS attacks. The results from55

MPTCP-H demonstrate that the proposed approach56

indeed secures the system with minimal additional57

latency and message overhead.58

59

Paper Contributions:60

• A practical threat model where the DoS/DDoS at-61

tacks can occur in the WAN via compromised de-62

vices, and accordingly saturate the WAMS devices.63

• A novel defense mechanism that mitigates64

DoS/DDoS attacks by periodically switching the65

MPTCP connection subflows.66

• Empirical validation of the MPTCP-H’s overhead67

and availability provided by MPTCP-H under DoS68

attacks.69

This paper, which utilizes the foundations developed70

in our preliminary work [4], has different objectives and71

significantly extends our preliminary work with mech-72

anisms to improve performance, and a resilient and se-73

cure communication. Specifically, the basic stream hop-74

ping and the authentication mechanisms are fully devel-75

oped to provide a better performance and DDoS attack76

resilience for wide area monitoring systems (WAMS).77

The expanded thread model (Section 3) along with the78

MPTCP-H architecture (Section 4) fully detail the de-79

veloped idea. Further, the paper includes new experi-80

ment results (Section 6) such as the assessment of (a)81

additional message and latency overhead, and (b) the82

availability and latency performance of the proposed83

mechanism (MPTCP-H) under DoS attack. The new84

material enables a better understanding of the feasibility85

of MPTCP-H for WAMS applications, and highlights86

the DoS attack mitigation performance of MPTCP-H.87

The remainder of the paper is organized as fol-88

lows. Section 2 provides the background on WAMS89

and MPTCP. Subsequently, Section 3 outlines the sys-90

tem and threat models, and the corresponding security91

considerations. Section 4 introduces our proposed ap-92

proach, termed as MPTCP-H, and is followed by Sec-93

tion 5 that provides the security analysis for MPTCP-94

H. Section 6 details the implementation of MPTCP-H.95

Section 7 presents the evaluation of our proposal. We96

discuss the related works in Section 8.97

2. Background98

This section outlines the technical characteristics99

of WAMS in a SG. We also provide a background100

on MPTCP operations that are used in our proposed101

MPTCP-H extension.102

2.1. Wide Area Measurement Systems (WAMS)103

Accurate estimation and monitoring of the state of104

the power network is critical for SG operations. The105

traditional Supervisory Control and Data Acquisition106

(SCADA) systems are employed for periodically sam-107

pling at predefined time intervals, e.g., per second. In108

order to manage the SG in a reliable and efficient man-109

ner, WAMS offer high sampling rate (e.g., >60 frames110

per second (fps)), low-latency, high-precision and time-111

synchronized measurements by taking advantage of112

phasor measurements (both magnitude and phase an-113

gle) obtained from the deployed Phasor Measurement114

Units (PMUs). Whereas SCADA systems are unable115

to handle the dynamic snapshots of a power system,116

the advanced WAMS support real-time behavior of the117

power system to mitigate unexpected power blackouts.118

While the WAMS technology supports the SG control119

functions with real-time state monitoring, any inaccura-120

cies in the state information arising from communica-121

tion perturbations or assessment errors, can also detri-122

mentally affect the SG stability.123

In this paper, we focus on a multi-tier WAMS ar-124

chitecture that interfaces, in turn, with the high voltage125

(HV) substation PMUs followed by substations PDCs,126

regional PDCs and control center PDC (cf. Fig. 1 [5]),127

where the HV substation PDCs also connected with128

PMUs in the neighboring substations (ca. 20-40 PMUs)129

[5].130
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Figure 1: An SG network overview

In the hierarchical architecture, the measurements131

of PMUs are forwarded to the substation PDCs that132

sort the received data by timestamps and examine any133

missing data for requisite analysis. The substation134

PDCs then transmit the prepared measurements to135

the regional PDCs for subsequent forwarding to the136

national monitoring centers, as shown in Figure 1. The137

characteristics of WAMS are as follows [5].138

139

A HV substation of the Power Grid (Substation140

PDC):141

• ∼ 20-40 PMUs connected to the PDC.142

• PMU data rates (60-120 fps for 60Hz systems).143

• Tolerable internal latency (∼3-10 ms).144

• Applications requiring fast response as well as lo-145

cal visualization and archiving.146

Regional centers of WAMS (Regional PDC):147

• Responsible for a large number of PMUs (∼50-148

500).149

• Data rates between 30-60 fps.150

• Tolerable internal latency (∼10-100 ms).151

• Applications for regional operation, e.g. state esti-152

mation.153

Main control center (Super PDC):154

• Accommodation of a very large number of PMUs155

(a few thousand PMUs).156

• Low data rates (∼1-30 fps).157

• Tolerable internal latency (∼100 ms-1s).158

• Applications that perform visualization combining159

SCADA and Synchrophasor data.160

2.2. Multipath TCP (MPTCP)161

Multipath TCP is a recent TCP extension [6] and an162

Internet Engineering Task Force (IETF) standard, which163

is still in its experimental phase. MPTCP allows a sin-164

gle TCP connection to make simultaneous use of mul-165

tiple paths by opening several subflows, each using a166

different interface and routed through a different path in167

the network. In practice, MPTCP is a TCP connection168

that uses TCP options to enable multipath functionality169

without requiring any changes at the application level.170

Hence, for a given application, an MPTCP connection171

behaves exactly like a regular TCP connection.172

In MPTCP, the initial 3-way handshake consists of173

a SYN, a SYN/ACK and an ACK, as in the regular174

TCP. The difference with MPTCP is that each party175

asks the other party through an MP_CAPABLE TCP op-176

tion whether it supports MPTCP. At this stage, they177

also share their keys in cleartext in order to identify and178
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Figure 2: MPTCP connection

authenticate future subflows for the connection. This179

handshake and the subflows are depicted in Fig. 2.180

Each subflow is identified with a 4-tuple of <source181

address/port, destination address/ port>, which is cre-182

ated after the initial MPTCP handshake and exchange183

of keys. To add new subflows into an existing connec-184

tion, a token derived from the initial key and MP_JOIN185

in the TCP options are used in the handshake process of186

the new subflows, as illustrated in Fig. 2 [6].187

Note that each subflow has its respective sequence188

numbers similar to a regular TCP connection. In ad-189

dition, the specification of MPTCP identifies a different190

sequence number that interrelate packets delivered over191

multiple subflows within a single MPTCP connection192

[6].193

2.2.1. Comparison between MPTCP and other Multi-194

path Transport Protocols195

196

MPTCP is not the only solution for multipath reliable197

transmission. There are other mechanisms for multi-198

path transmissions such as MCTCP (Multi Connection199

TCP) [7], CMT-SCTP (Concurrent Multipath Transfer200

for SCTP) [8], R-MTP (Reliable Multiplexing Trans-201

port Protocol) [9], etc.202

However, switching to CMT-SCTP causes a pain for203

TCP applications due to the requirement of program-204

mers’ learning a new API with different semantics. R-205

MTP focuses on channel aggregation in mobile devices206

by using multiple link-layer technologies but not end to207

end different connections. Therefore, employing these208

two technologies for WAMS applications is not efficient209

and feasible.210

On the other hand, MCTCP provides very similar fea-211

tures to MPTCP. The difference between these two sim-212

ilar technologies are reported in [7] as follows:213

• MCTCP do not need to use TCP options, being214

present in many packets, as much as MPTCP, since215

it exchanges the control information in the pay-216

load. Thus, MCTCP exchanges control informa-217

tion without length limitation.218

• Since TCP options is not used by MCTCP as much219

as MPTCP, its operation is more robust when con-220

sidering middleboxes that strip, duplicate, or mod-221

ify TCP options.222

• In the case of multi-addressed hosts behind Net-223

work Address and Port Translation (NAPT) gate-224

ways, parsing and modifying MCTCPs control is225

much more complex than parsing TCP options for226

NAPT helper (stateful). This makes MPTCP easy227

to implement in the WAN.228

2.2.2. The Advantages of Utilizing MPTCP and229

MCTCP in the Phasor Measurement Communi-230

cation of WAMS231

232

High communication latency, resultant from a con-233

nection re-establishment of TCP due to a broken or234

stalled connection, can violate the latency requirements235

of phasor measurements [10]. In contrast for MPTCP,236

when the first subflow is initialized to transmit phasor237

measurements, the other subflows are created concur-238

rently. Since one of the MPTCP subflows used to trans-239

mit the measurements is likely functioning normally240

(with high likelihood), thus the overall phasor measure-241

ment traffic is not disturbed or delayed.242

Moreover, MPTCP provides a higher network uti-243

lization and a fairer allocation of resources to subflows244

by efficiently addressing the congestion response of the245

corresponding subflows. The detailed advantages of246

MPTCP-based networks appear in [3].247

On the other hand, MCTCP can provide the ad-248

vantages aforementioned, supported by MPTCP for249

WAMS applications. Moreover, minimal requirement250

for kernel-layer change makes MCTCP easy to im-251

plement for WAMS applications. However, we select252

MPTCP to implement our approach due to the follow-253

ing reasons: 1-) MPTCP is a more established multipath254

transport protocol, since more researchers work on it in255

addition to its many real-world usage. 2-) MPTCP API256

supports opening new subflows on defined addresses257

and closing the subflows anytime, which enables us to258
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implement our stream hopping approaches. 3-) MCTCP259

involves a initiator connection that keeps fixed IP ad-260

dresses and port numbers during the lifetime of the ses-261

sion. This violates our main target, which is periodically262

change of all addresses/port numbers of the connection263

to hide them from the attacker launching DDoS attack.264

3. System and Security Models265

In this section, we first present the SG system and266

threat models. Subsequently, we outline the potential267

compromise of SG devices and the resultant security268

vulnerabilities in the SG networks. We also discuss the269

deficiencies of current intrusion detection systems to de-270

tect these threats.271

3.1. System Model272

Similar to contemporary SG models, we consider that273

the power utility employs private networks to construct274

a SG wide area network (WAN) for cost-effectiveness275

and applications availability. For WAN, the utilities276

could use the links leased from the carriers and also ded-277

icated network links. WAN is typically used not only278

for various kinds of WAMS devices but also for differ-279

ent types of SG devices such as Smart Meters.280

In addition, we assume that gateway-to-gateway (ver-281

sus host-to-host) virtual private networks (VPNs) ex-282

ist in the WAN to provide secure channels. Thus, ev-283

ery node at a given local area network can access the284

other local area networks only through the gateway-to-285

gateway tunnels [1].286

In the geographically demarcated SG operational area287

where the WAMS acquire the state measurement data,288

some SG devices might be compromised by exploit-289

ing the vulnerabilities. The compromised devices could290

grant the attackers elevated privileges for overwhelming291

the devices resources, as illustrated in Fig. 3.292

We consider that both the PMUs and the PDCs sup-293

port the IEC 61850-90-5 standard to provide MPTCP294

connection authentication through the standardized key295

distribution center (KDC) [11]. IEC 61850-90-5 recom-296

mends UDP for data transmission of WAMS as a trans-297

port layer protocol due to its a lightweight mechanism298

[11]. However, in this work, we employ MPTCP for299

the data transmission and show that it provides similar300

performance characteristics to UDP for phasor measure-301

ment traffic.302

3.2. Attack and Threat Model303

Our threat model covers two types of Denial-of-304

Service attacks, namely: (1) transport layer attacks,305

where the adversary consumes the device’s processing306

and networking resources by exploiting protocols vul-307

nerabilities, and (2) application layer attacks, which ex-308

ploit the vulnerability of the application to saturate the309

device resources. However, our approach is not de-310

signed to counter transport layer flooding attacks that311

saturate the link bandwidth.312

In our threat model, the attackers are malicious enti-313

ties which are compromised devices able to access the314

WAN (Intranet) where the phasor measurement devices315

are located. Furthermore, the malicious devices are as-316

sumed to have the ability to launch DoS/DDoS attacks317

to saturate the resources of PDCs and PMUs if the at-318

tackers can discover the open port numbers. In addition,319

we do not trust the devices inside the WAN. We preclude320

the case of an insider attacker physically accessing the321

phasor measurement devices.322

3.3. Compromise of SG Devices323

The deployment of devices in a wide geographical324

area makes it difficult to protect them from being phys-325

ically compromised. This is often observed in devices326

used for monitoring the grid where an attacker can ac-327

cess the physical devices and compromise them. For328

example, a house owner can have full physical access to329

many deployed devices e.g., smart meter [12].330

The device can be compromised either by using login331

credentials or by exploiting a vulnerability. 1) Login332

credentials can be obtained using: social engineering,333

side channel attacks, eavesdropping (unprotected com-334

munication), and passwords guessing, and 2) Identify-335

ing a vulnerability is possible for an attacker either by336

buying zero-day exploits or by scanning the device. The337

attacker also needs to develop an exploit code using the338

vulnerability to plant malware on the device to exploit339

it. In addition, to compromise the devices, the attacker340

can also directly connect to the local network behind the341

firewall that the devices are connected to [13].342

As the compromised nodes act similar to the normal343

nodes, such ”internal” attacks pose a higher threat po-344

tentially leading to significant damages to the SG com-345

munication network and even to the control system of346

power network. As a result, the compromised nodes347

can be exploited by different malware or viruses attack-348

ing critical SG devices [12].349

In particular, the SG can be significantly affected by350

DoS/DDoS attacks since it heavily depends on the avail-351

ability of the communication network. In this paper,352

we mainly focus on internal DoS/DDoS attacks in WAN353

networks where the attackers use the malicious devices354

inside a WAN to launch DoS/DDoS attacks on critical355
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SG devices (i.e., PDCs or PMUs) to induce data trans-356

mission delays or block data delivery [12].357

3.4. Security Vulnerabilities of WAMS358

We outline a study conducted on a testbed using real359

WAMS devices [14] to highlight their security vulnera-360

bilities.361

Morris et al. [14] conducted tests to evaluate the vul-362

nerability of PMUs and PDCs in terms of the attacks363

originating from inside a WAN by building a testbed364

consisting of PMUs, PDCs, a router and a Network An-365

alyzer [14]. They launched TCP flooding (SYN and366

FIN) and UDP garbage flooding attacks on the devices367

for both specific and also random ports. The test re-368

sults showed that all devices under flooding attacks are369

eventually overwhelmed and start to deny service when370

the traffic volume increases beyond the data processing371

ability of the device.372

Based on the collected results, the authors of [14]373

suggestion to mitigate these issues is that utilities should374

be enabled to monitor the volume of the network traffic375

in order to detect and/or limit transmission of the traffic376

to the devices. Moreover, the fuzzing tests conducted377

in [14] show that even individual packets can result in378

device failures i.e., resetting the devices.379

These test results indicated that DoS/DDoS attacks380

can be a serious threat to the safety and reliability of381

the power network. Such DoS/DDoS attacks can lead382

to partial loss of availability, and thus leading to the in-383

correct state estimation of the power network, or, im-384

pediments to the mitigation on power system failures.385

For this reason, a proactive defense mechanism needs386

to be employed to mitigate the DoS/DDoS attacks for387

WAMS.388

3.5. Deficiencies in Intrusion Detection Systems389

For providing security protection to IT infrastruc-390

tures, the traditional security solutions, e.g, firewalls, in-391

trusion detection systems (IDS), or Virtual Private Net-392

works (VPN), are both common and efficient. However,393

as SG devices are typically resource constrained (com-394

putational, bandwidth, memory), the direct adoption of395

these IT-level security solutions is not practical [15].396

Typical IT servers need stronger security protection397

than the edges/clients. However, in SG communica-398

tion networks, the control center servers and edge nodes399

(e.g., relays, circuit breakers) require the same level of400

security, since the edge nodes can also pose safety sim-401

ilar to that of the servers. Moreover, given that SG402

devices have constrained resources, directly utilizing403

the IT-based DDoS defense/authentication mechanisms404

might not provide the expected security protection for405

the SG applications. Therefore, lightweight and proac-406

tive DDoS protection mechanisms are desired for secur-407

ing SG communication networks [15].408

Moreover, the classical Intrusion Detection Systems409

(IDS) or Intrusion Prevention Systems (IPS) are not ade-410

quate for guaranteeing SG communication security. SG411

communication systems have also inherited many new412

challenges and security threats from its own machine413

to machine communication structures and other issues414

of computer networking technologies. For this reason,415
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Figure 4: Stream hopping of MPTCP-H

the IDS systems designed for SG communication have416

to address the issue of handling resource-frugal devices417

over both traditional computer networks and M2M net-418

works [12].419

Based on this background, we now present our pro-420

posed approach that provides efficient defense against421

the transport and application layer DoS attacks on422

WAMS.423

4. MPTCP-H Architecture424

The MPTCP-extension (MPTCP-H) aims to provide425

proactive protection against the transport and applica-426

tion layer DoS attacks. The main idea behind MPTCP-427

H is to employ a stream hopping mechanism alongside428

multipath functionality of MPTCP. In order to achieve429

that, MPTCP-H develops two innovations:430

1. Stream Hopping, where subflows are switched431

over random ports which increases the attack cost,432

unlike in the typical fixed MPTCP flow.433

2. Authentication, which handles the authentication434

between the PMU and the PDC whenever a new435

connection and subflow is created.436

4.1. The Stream Hopping Technique437

The traditional security systems such as firewalls,438

IDS and IPS are unsatisfactory to defend phasor mea-439

surement traffic against DoS/DDoS attacks due to their440

passive and unaccomplished structure. In existing IT441

systems, the continuous change of network attack type442

gives an advantage to the attackers over the protection443

systems. The malicious attacker is in the dark side,444

while the protector is in the bright side. Therefore, the445

adversary solely requires discovery of a few vulnerabil-446

ities whereas the protector must guarantee that the sys-447

tem does not have any exploitable vulnerabilities [16].448

To address the advantage of attackers over the protec-449

tors, moving target defense (MTD) methods have been450

proposed [17]. This mechanism is a new proactive de-451

fense method in which the protector constantly changes452

the attack surface of the system to boost the cost of an453

successful attack for the attacker. Port hopping [18, 19]454

is a specific MTD method that periodically switches a455

port of a service in a pseudorandom manner, confusing456

potential intruders. The port hopping mechanism facili-457

tates both the detection and filtering of unauthenticated458

packets and does not need require changes in the exist-459

ing systems and protocols [16].460

However, this port hopping scheme requires all461

clients to know a secret key used by the server to cal-462

culate the port number for the current time slot. In the463

case of disclosure of the secret key, the open port of464

the devices can be direct target of DoS/DDoS attacks,465

which exposes high security risks for WAMS. Further-466

more, the implementation of the port hopping technique467

is not practically feasible for TCP connections.468

On the other hand, MPTCP allows simultaneous use469

of s subflows over different paths2 to distribute data470

across these subflows, while maintaining a standard471

TCP interface for the applications. This characteristic472

of the MPTCP connection enables the implementation473

of a port hopping-like technique, called stream hopping,474

by periodically switching the subflows over different IP-475

addresses/interfaces3.476

4.1.1. Subflow Switch477

To realize the stream hopping technique of MPTCP-478

H, we extend the functionality of MPTCP by period-479

ically opening new subflows that use different paths,480

each of which is used for an allocated time period t. In481

2In this work, a path between a sender and a receiver is defined by
a 4-tuple of source and destination address/port pairs. Changing one
of the tuples creates a new path. We interchangeably use the subflow
and path terms.

3Moreover, in MPTCP, the single-homed nodes can create sub-
flows over different port numbers of IP-addresses pair using MPTCP
”ndiffport” path manager [20]. Since PMUs are single-homed devices,
for each new subflow we use different port numbers but the same pair
of IP-addresses. Furthermore, MPTCP provides higher performance
and robustness than normal TCP when the number of subflows per
pair of IP addresses gets increased [21]. The reason for the perfor-
mance improvement is the utilization of available network paths in an
efficient manner.
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MPTCP-H, only PDC is allowed to initiate s new sub-482

flows using TCP-like handshake. The periodic subflow483

switching of MPTCP-H is illustrated in Fig. 4. After es-484

tablishing an MPTCP connection with a PMU, the PDC485

opens new subflows by selecting new random port num-486

bers on its side. To establish a new subflow, the PDC pe-487

riodically sends a SYN packet containing an MP_JOIN488

option to the PMU. After checking the authentication489

of the new subflow, the PMU acknowledges the SYN490

with the same type of message (MP_JOIN) and binds the491

new subflow to the MPTCP connection. The three-way492

handshake ends with the acknowledgement message of493

the PDC.494

MPTCP-H also allows a given PMU to randomly se-495

lect new port numbers on their side for new subflows496

establishment. In order to do this, each PMU periodi-497

cally hands over the selected port numbers to the PDC,498

such that the PDC can use them to connect to the PMU.499

To this end, PMUs transmit a ADD_ADDR/REMOVE_ADDR500

message through an existing subflow, which informs501

the PDC of the PMU’s alternative existing addresses/no502

longer existing addresses, respectively. The PDC initi-503

ates new subflows over the delivered port numbers of504

each PMU by performing a three-way handshake car-505

rying MP_JOIN command as illustrated in Fig. 2. Sub-506

sequently, the expired subflows are closed by sending507

FIN. This periodic switching of subflows is the basis for508

the subflow hopping technique which makes reconnais-509

sance of the victim’s address difficult for attacker.510

4.1.2. Phase Shift511

To keep the renewing period of subflows shorter than512

the attacker’s subflow port number reconnaissance time,513

MPTCP-H creates multiple subflows with t/s phase514

shifts versus multiple subflows activated for the same515

time period t. In Fig. 5, stream hopping in conjunction516

with the phase shift is depicted where each shaded bar517

represents a subflow of the active connection (s = 3)518

at a particular point in time. Each subflow is active for519

the allocated time t and is substituted with a new sub-520

flow with a new port number when the allocated time521

expires. The renovation of the subflows do not overlap522

each other, but take place with a t/s phase shift. By do-523

ing so, we assure the MPTCP-H connection of having a524

subflow initialized within a period of time not exceed-525

ing t/s at each instance. In addition, by finely calibrat-526

ing the number of the subflows s on t/s, depending on527

the attacker’s the reconnaissance time, we can assure528

that the MPTCP-H connections have a functional sub-529

flow throughout the attack duration. The reason is that,530

throughout the attack, there is a subflow whose lifetime531
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Figure 5: Phase Shift of MPTCP-H

is shorter than the t/s which is the time for the recon-532

naissance of a subflow by attacker.533

4.1.3. Attack-resistance534

The shuffling of the active port numbers (and the sub-535

flows) increases the difficulty for an attacker who dis-536

covers the port number of subflows through port scan-537

ning to launch connection-flooding attacks. As the sub-538

flows expire after the allocated time, the possible max-539

imum damage caused by an attacker who discovers the540

port numbers of the subflows is limited to that specific541

time duration. As new subflows get activated, the at-542

tacker must guess or once again scan the port numbers543

for the new subflows to maintain the attack. This lim-544

its the attacker to mount persistent attacks on the ac-545

tive ports or forces them to blindly guess or aggressively546

scan the active ports. The consequence of either is the547

limited damage potential from an attack.548

Furthermore, as PMU and PDC randomly and sepa-549

rately choose their next ports, MPTCP-H does not need550

a shared secret key to determine the port number while551

opening a new subflow, unlike existing pseudorandom552

port hopping mechanisms. This protects the system553

from the effects of a probable shared key disclosure.554

In MPTCP, allowing only one side to initiate new sub-555

flows is possible and we delegate this responsibility to556

PDCs. Since the PDCs typically have higher importance557

than a single PMU, MPTCP-H configures PDCs to initi-558

ate new subflows. Therefore, even if an attacker uncov-559

ers the varying open port numbers to some extent, he is560

unable to saturate the PDC resources by sending forged561

messages to initiate new subflows.562

The proposed stream hopping mechanism of563

MPTCP-H is akin to Frequency Hopping Spread Spec-564
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trum (FHSS) [22] technique which enables secure radio565

communication. If an attacker plans to jam or decipher566

the radio signal in FHSS, he needs to discover the567

hopping sequence or monitor the entire wide frequency568

band to capture the signal. Likewise, the subflow569

hopping of MPTCP-H has the same impact - increasing570

the difficulty for the attacker by changing port number571

over time. In addition, when DoS/DDoS attacks take572

place, the data traffic can be distributed or duplicated573

over several subflows for redundancy/resiliency.574

4.1.4. Performance Consideration575

Since MPTCP-H requires frequent opening and clos-576

ing of subflows (TCP connections), a probable degra-577

dation in the performance and throughput of the system578

should be considered. Firstly, we introduce an equation579

that calculates the additional data traffic overhead (per580

second) of MPTCP-H:581

Message Overhead =

s ∗ 1/t ∗ (4 ∗ handshake message (MP JOIN)
+4 ∗ FIN message) + ADD ADDR message

+REMOVE ADDR message ∗ 1/t

(1)

As seen in the equation (1), t and s are key factors582

in the calculation of the overhead. We present two sce-583

narios to show their effects on the overhead. Then, we584

assess the scenarios’ results to see how to properly cali-585

brate the factors’ values.586

The first scenario: If t is equal to 1 second, s is 10587

subflows, and the packet length is equal or greater than588

40 bytes in the equation (1), then the overhead is 3280589

bps (between a PDC and a PMU).590

The second scenario: If t is equal to 5 seconds, s is 5591

subflows, and the packet length is equal or greater than592

40 bytes in the equation (1), then the overhead is 326593

bps (between a PDC and a PMU).594

Considering the second scenario, if there are 40595

PMUs that connect to a PDC, 40 ∗ 326/2kbps =596

6.48kbps inbound traffic and 40 ∗ 326/2 kbps =597

6.48 kbps outbound traffic (overhead) are created by598

MPTCP-H.599

To compare the overhead with the measurement traf-600

fic, we need to calculate the max PMUs traffic for a601

PDC: 40 PMUs ∗ 70 < bytes (packet size) ∗ 120 f ps =602

336 kbps603

When we compare the overhead of the second sce-604

nario (4.32 kbps) with the inbound traffic of PDC (336605

kbps), we see that MPTCP-H introduces a DDoS miti-606

gation mechanism at the expense of a reasonable over-607

head (14.5%). In addition, it is worth noting that the608

difference between the first scenario and the second sce-609

nario indicates that decreasing t and rising s sharply610

boost the total overhead, meaning the calibration of611

those values has high importance for obtaining the min-612

imal overhead with the required security.613

Furthermore, as detailed in the evaluation section, we614

did not observe any perturbation in the system perfor-615

mance while frequently switching the subflows (TCP616

connections).617

4.2. Authentication for Initiating New Subflows618

A MPTCP connection is initiated by exchanging ini-619

tial keys that are used to authenticate new subflows for620

the connection. However, no secure mechanism is de-621

clared by the MPTCP specification for the exchange of622

the initial keys. IEC 61850-90-5 specifies the key dis-623

tribution center (KDC) [11], which introduces a sym-624

metric key coordination between the publishers and sub-625

scribers (i.e., PMU-PDC).626

To provide secure authentication, we use keys pro-627

vided by KDC instead of the initial keys. The idea is628

akin to the one reported in [23], where application-layer629

keys (SSL/TSL) are proposed to be used for the authen-630

tication.631

By using an application-layer key, i.e., the KDC keys,632

instead of the initial keys exchanged inside the clear-633

text, we address the existing MPTCP’s security issue634

related to key disclosure. By doing so, PMUs and PDCs635

become more robust against JOIN-flooding attacks.636

On the other hand, since MPTCP-H provides long-637

duration connection for phasor measurement systems,638

and placement of the phasor measurement systems does639

not frequently change in the communication network,640

we consider a network management system (NMS) that641

opens a temporary port for the first connection be-642

tween PMU and PDC. By doing so, phasor measure-643

ment devises (PMU and PDC) can be protected from644

DoS/DDoS attacks against the static open port that is645

necessary for the first connection.646

Moreover, MPTCP-H secures the handshake process647

of establishing new subflows as follows: When initiat-648

ing a new subflow, the PDC transmits the initial syn-649

chronization message including a 32-bit token which is650

a cryptographic hash of the PDC’s initial (KDC) key,651

produced by the SHA-1 algorithm, and truncated to the652

most significant 32 bits. This token is used to associate653

the subflows to the MPTCP connection and also pro-654

vide the security mechanism to block unauthenticated655

new subflows initiated by attackers [6].656

Upon receiving a SYN that contains an MP_JOIN657

option, a valid token, and a random number, the658
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PDC responds by sending a SYN/ACK including an659

MP_JOIN option, a random number, and a truncated660

(leftmost 64 bits) Hash-based Message Authentication661

Code (HMAC). Finally, following the PDC’s transmis-662

sion of an ACK with a HMAC, the PMU sends an ACK663

to the PDC, which makes the connection ready for data664

transfer. The random numbers (nonces) averts replay665

attacks on the authentication method. The HMAC ex-666

change along with the random number secures the es-667

tablishment process, since if the HMAC is incorrect, the668

connection is refused [6].669

5. Security Analysis of MPTCP-H670

We now present the threat scenarios and the related671

security analysis for the proposed MPTCP-H technique.672

Computer network attacks can be categorized as: (i)673

active attacks, and (ii) passive attacks. An active at-674

tack involves the exploitation of compromised data or675

devices to mount attacks on the network, such as data676

injection, data modification or packet drop attacks. In a677

passive attack, the attacker needs to collect critical in-678

formation on the network and to learn network proper-679

ties or transmitted data by using attack types such as680

sniffing or eavesdropping. Passive attacks are widely681

employed to collect information paving the way for an682

active attack [13].683

The SG can be targeted to induce a power outage684

which can be performed by portioning the power grid.685

The power grid portioning can be carried out in cyber686

means, by intentionally transmitting a trip command to687

a circuit breaker (CB). Triggering trip commands can be688

accomplished by launching the following active attacks:689

1) directly compromising the CB; 2) prompting a wrong690

control decision at the central controller which sends a691

trip message to the CB; or 3) changing the controller692

commands while they are on the path between CB and693

the central controller [13].694

As we focus on the security of phasor measurement695

traffic between PMU and PDC in this work, the second696

method is the most probable to be used by an attacker697

to conduct an attack on the grid after gathering critical698

information using passive attack methods. The attacker699

can cause an incorrect control decision in the controller700

by perturbing the phasor measurement traffic, providing701

information about the state of the grid. To accomplish702

this, the attacker mounts a DoS/DDoS attack against703

the open ports of either the PMU generating the mea-704

surements or the PDC processing those measurements.705

However, since MPTCP-H reshuffles the open ports, the706

attacker must guess or discover the open ports to launch707

a DoS/DDoS attack. A blind attacker is very unlikely to708

realize a successful attack by randomly selecting a port709

number and flooding garbage data to affect the phasor’s710

operation. Even if the attacker successfully guesses or711

discovers the open port, the available time for attacking712

is limited, since after the allocated time t, the ports get713

shuffled. In the case of maintaining a DOS/DDoS attack714

against the discovered open ports, the attacker has to715

continually scan the ports of the devices and continually716

adapt its attack according to the periodically varying717

port numbers of the subflows. This makes conducting718

an efficient attack a difficult task for the attacker, mak-719

ing MPTCP-H a successful mitigation technique against720

such attacks.721

Another threat includes the compromising of the722

KDC keys in the exchange of the initial key. These de-723

vices have scarce resources and can be saturated using a724

relatively small number of malicious authenticated con-725

nection requests by the attacker. Therefore, exposing726

the open port numbers for a short time would be enough727

to overwhelm the service of the devices. To protect the728

PDCs, carrying more importance than PMUs, from the729

above mentioned attack, MPTCP-H grants the right of730

opening new subflows to the PDCs. Thus, the PDCs are731

able to refuse any requests to open new subflows and732

protect their resources from being depleted by the at-733

tacker. A complementary scheme that adds protection734

on the keys can also be included in MPTCP-H.735

Configuring PMUs to accept traffic only from the736

PDCs (and vice versa) also represents a suitable defense737

approach for the PMUs. This can be achieved through738

a white-listing approach that provides the PMUs (or739

PDCs) with a list of the authorized PDCs (or PMUs).740

For an attacker spoofing the IP addresses, MPTCP-H741

renders such a DoS attack to become unlikely by peri-742

odically varying the MPTCP subflows using new port743

numbers. To do so, each subflow is continuously recre-744

ated after some lifetime t using new port numbers. This745

introduces a defense against threats related to attacker746

spoofing the IP address to consume the target’s re-747

sources by transmitting forged packets to its open ports.748

MPTCP inherently introduces new challenges for the749

traditional security approaches, making them no longer750

sufficient for MPTCP. For instance, since an IDS moni-751

tors and categorizes the traffic of a connection based on752

the 5-tuple, it sees the subflows of an MPTCP connec-753

tion as an independent TCP connection, and thus can-754

not discover the correlation to reassemble MPTCP traf-755

fic correctly. Moreover, MPTCP enabling a sender to756

employ all available routes at the same time causes the757

fragmentation of data among the routes. For this reason,758

an IDS cannot have adequate knowledge on any of the759

streams to detect the malicious data, which leads to an760
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Figure 6: Normalized latency of MPTCP-H (4 network interfaces with
16 subflows), UDP and TCP in the WAN built on the NorNet

exploitable vulnerability for cross-path data fragmenta-761

tion attacks. Z. Afzal [17] investigates possible attacks762

using these vulnerabilities and introduces solutions to763

address them.764

Overall, MPTCP-H constitutes a proactive defense765

mechanism for time-critical communications. We opted766

for a proactive mechanism vs. a reactive mechanism, as767

deploying a reactive approach e.g., Intrusion Detection768

Systems (IDSs) would consume more time for mitiga-769

tion. Reactive mechanisms have to detect the attacker at770

first and then report the attack to the systems or admin-771

istrators for prevention. Moreover, a careful placement772

of IDSs in the network is required to detect internal at-773

tacks. Still, MPTCP-H can be used complementary to774

an IDS.775

6. MPTCP-H Implementation776

For the implementation of our mechanism we use777

the Linux Kernel implementation of Multipath-TCP778

(mptcp v0.91) [20] which is the reference and most779

common implementation of IETF [6]. We implement780

our MPTCP-H mechanism using the Enhanced Socket781

API of B. Hesmans et al.[24], which enables us to have782

control over individual subflows. This API allows us to783

open new subflows with custom IP addresses/port num-784

bers and closing them whenever needed. G. Demaude785

and P. Ortegat [25] develop a Java Native Interface (JNI)786

tool, which enables us to use Java language to man-787

age the Native C socket API. In the implementation of788

MPTCP-H on a Virtual Machine (the Linux Kernel with789

mptcp v0.91), we manage the native C socket API with790

the above mentioned tools.791

In our implementation, while PMU runs on the host792

(physical computer), PDC runs on a Virtual Machine. In793

WAMS, the phasor measurement traffic between a PMU794
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Figure 7: Normalized latency of MPTCP-H (1 network interface with
1 subflow), UDP and TCP in the WAN built on the NorNet

and PDC is similar to a server-client model. The PMU795

acts as a server by sending measurement messages each796

time the PDC (the client) transmits a request message797

for the measurement. To implement this scenario, we798

develop a middleware between the application layer and799

MPTCP stack in the client side for MPTCP-H, and pro-800

vide two applications acting as PMU-PDC in client and801

server sides. After establishing a MPTCP connection,802

the PDC (client) additionally opens a fixed number of803

Multipath-TCP subflows s for the connection. The sub-804

flows are periodically switched by the PDC (client). In805

other words, the subflows are closed over time and re-806

placed with new subflows. Each of the new subflows807

is created with a random port number as explained in808

Section 4.1. The implementation of the idea and threat809

model are fulfilled by Ferdaus Nayyer during his master810

thesis as a joint work.811

7. MPTCP-H Evaluation812

As the proposed defense mechanism is targeted at813

time-sensitive critical WAMS applications, we need to814

particularly assess the system availability and the over-815

head, in terms of additional latency and message. Thus,816

we employ three metrics in the evaluation of the ap-817

proach: (1) the system availability, (2) the latency,818

and (3) the overhead messages caused by MPTCP-H.819

Firstly, in Section 7.1, we evaluate our approach regard-820

ing the second and the third metrics, i.e., latency and821

message overhead, in attack-free conditions by testing822

our approach in WAN in the case of different network823

topologies and data rates. Secondly, in Section 7.2,824

we test MPTCP-H under both DoS attack and attack-825

free conditions in terms of the system availability (the826

first metric) and additional latency (the second metric)827

by comparing TCP. In this paper, network availability828
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refers to the success rate of timely delivery of phasor829

measurement messages from PMU to PDC.830

7.1. Attack-free conditions831

In the following sections we evaluate our approaches832

under DoS attack conditions.833

7.1.1. Latency Assessment for MPTCP-H834

To assess the impact of our approach on latency in a835

WAN, the NorNet testbed is used to create the WAN,836

which provides realistic results [26]. The WAN con-837

sists of a collection of multihomed nodes of the Nor-838

Net distributed throughout Norway. Two nodes with 2-3839

network connections representing a PMU and PDC are840

driven by daemons. In our experiments evaluating the841

impact on latency, three representative types of PMU-842

PDC topologies are implemented in the WAN: 1) 4 net-843

work interfaces for both PMU and PDC, and 16 sub-844

flows (full-mesh), 2) a single network interface for both845

PMU and PDC and a single subflow, and 3) a single846

network interface for both PMU and PDC but multiple847

subflows.848

We utilize two different data rates (60 fps and 120 fps)849

in each experiment to simulate realistic phasor measure-850

ment traffic of WAMS in the WAN. As the measurement851

traffic of WAMS typically has proscribed data rates, we852

evaluate the proposed approach regarding induced la-853

tency or congestion rather than throughput of the sys-854

tem.855

According to IEEE C37.118.2-2011, Synchrophasor856

measurement traffic can be transmitted over TCP/IP or857

UDP/IP. UDP provides faster data delivery given its858

lightweight characteristics [2]. We compare the pro-859

posed approach with TCP and UDP in the transmis-860

sion of Synchrophasor measurements to assess its per-861

formance.862

Fig.6 presents the normalized average latency versus863

data rates for varied protocols. The latency values are864

normalized by utilizing the latency of UDP as a base865

- as suggested for Synchrophasor data transfer by the866

IEEE Standard for Power Systems C37.118.2-2011 [2].867

Fig. 6 shows that MPTCP-H introduces less latency868

than TCP (and even UDP) in transmitting 60 frames per869

second (fps). On the other hand, for the 120 fps data870

rate, while TCP provides the worst latency, UDP out-871

performs MPTCP-H in terms of latency. We see from872

Fig.6 that TCP’s latency is relatively low for the data873

rates of 60 fps due to its congestion handling mecha-874

nisms. However, when the data rates are high (120fps),875

UDP’s connectionless approach provides better latency876

than TCP. That being said, MPTCP-H with multiple877

subflows provides latency results close to UDP even in878

the case of high data rates (120 fps).879

We also conducted experiments on single-homed880

PMU and PDC to analyse if MPTCP-H has any short-881

comings in these scenarios. Fig.7 shows that while882

the latency results for TCP are similar to the results of883

the previous experiment, MPTCP-H’s latency degrades884

slightly. However, the overall latency of MPTCP-H is885

still relatively close to the latency of the UDP for both886

data rates of 60 fps and 120 fps.887

Finally, to demonstrate the effect of the port-based888

multiple subflows structure of the MPTCP-H on the la-889

tency, we conducted experiments that compare UDP890

and TCP with MPTCP-H that uses 10 subflows over891

single-homed PMU and PDC (with 1 network inter-892

face). Fig. 8 highlights that MPTCP-H does not in-893

troduce any additional latency, and, instead, decreases894

latency even when the data rate increases to 120 fps.895

TCP’s latency increases with the data rate.896

7.1.2. Message Overhead of MPTCP-H897

To measure the additional overhead, we deploy a898

PMU and a PDC on a host and on Virtual Machines,899

respectively. In this work, while the message overhead900

refers to the protocol-specific message transmission, all901

traffic implies the message overhead plus the application902

layer message transmission. To calculate the message903

overhead, we run each experiment for 5 minutes with904

different hopping rates, number of the subflows, and ap-905

plication layer message rates, i.e, 4ms (250 fps), 8ms906

(120 fps), 16s (60 fps). Subsequently, we find the ratio907

of the overhead messages to the whole traffic for each908

run. We conduct our experiments in the fix time period909

(5 min), since phasor measurement traffic acts as a con-910

tinuous data stream unlike typical web applications. By911

doing so, we find the additional message overhead in the912

case of phasor measurement traffic.913
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Figure 9: TCP, MPTCP vs MPTCP-H for message overhead

We first compare TCP, plain MPTCP, and MPTCP-H914

in terms of the additional message overhead, since TCP915

is recommended by IEEE standard C37.118.2 for pha-916

sor measurement traffic and is a reliable transportation917

protocol like MPTCP and MPTCP-H. Fig. 9 demon-918

strates that increasing the message rate causes a slight919

decrease in the message overhead ratio. The reason is920

that since the increase of application layer message rate921

does not lead to a linear raise in the message overhead922

of any protocols, the ratio of the overhead messages to923

all traffic decreases. In addition, we see that utilizing924

MPTCP (1 subflow) instead of TCP introduces around925

2% of additional message overhead due to MPTCP’s ad-926

ditional protocol messages. When we consider high ca-927

pacity of contemporary network devices, this additional928

message overhead is reasonable for WAMS. Further-929

more, we compare MPTCP (10 subflows) with MPTCP-930

H (10 subflows) to assess the message overhead caused931

by our mechanism. As seen in the Fig. 9, MPTCP-932

H does not introduce significant message overhead in933

comparison to the plain MPTCP. Moreover, it causes an934

additional 2% of message overhead compared to TCP,935

similar to plain MPTCP.936

Fig. 10 shows that when the number of the subflows s937

increases from 5 to 20, the message overhead also goes938

up to near 1%. The reason is that the increasing of the939

number of the subflows (sub-TCP connections) causes940

additional protocol-based message overhead. The re-941

sults denote that the number of the subflows s should be942

minimized due to the high overhead imposed by numer-943

ous PMUs in the network. On the other hand, involv-944

ing a smaller number of subflows eases the discovery945

of the open ports as explained in Section 4.1. There-946

fore, s should be adapted for different network topolo-947

gies considering a probable adversary’s attack coordina-948

tion speediness and the trade-off between the s-related949

message overhead and the security consideration.950

To show the effect of various hopping rates t on951

the message overhead, we conduct experiments using 5952

subflows in different hopping rates (time periods) t. The953

results indicate that reducing the time period of switch-954

ing subflows slightly increases the message overhead, as955

illustrated in Fig. 11. However, the increase in message956

overhead is not as high as s. Therefore, we can select957

the shortest time period/hopping rate t without consid-958

ering the message overhead.959

Lastly, we assess the effect of both different hopping960

rates and packet rates on the message overhead. The961

results demonstrate that when the message rate is high962

(4ms), the ratio of the overhead messages is much lower963

than the one in the low message rate (16ms), as shown in964

the Fig. 12. This implies that a higher message rate does965

not lead to a significant message overhead in MPTCP-966

H. Moreover, the effect of different hopping rates is967

clearly seen at the low message rate due to existence968

of less application layer messages in the whole traffic at969

a low message rate. Even in the worst case (t = 5s), the970

increase of the ratio of the message overhead is less than971

1%.972

7.1.3. Comparison between IEEE C37.118.2 and IEC973

61850-90-5 standards974

Although the IEEE standards C37.118.1/2 [2] spec-975

ify Synchrophasor measurements and data transmis-976

sions respectively, IEC 61850 is the de-facto standard977

for specifying the substation and utility automation978

[11]. IEC 61850-90-5, addressing the transmission of979

Synchrophasor measurements, defines Sample Values980

(SV) and Generic Object Oriented Substation Events981

(GOOSE) as an Ethernet layer based real time commu-982
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Table 1: Comparison between IEEE C37.118.2 and IEC 61850-90-5 standards [11].

Features IEEE C37.118.2 IEC 61850-90-5

Protocol Stack TCP or UDP TCP or UDP

Sampling Rate 10-30 samples/sec (for 50 Hz) 4000-12800 samples/sec (for 50 Hz)

Security features Provides a limited security for intrusion
and vulnerable to attack

Although exchanging cryptographic keys
among devices enables a strong security
mechanism, availability is still an serious
concern.

Streaming protocol Yes Yes (R-SV)

Average data word
size

112 bytes 305 bytes

Figure 10: The effect of the number of subflows on the overhead

nication services. For transmitting the PMU data over983

a wide area network (WAN) with SV and GOOSE, a984

transport layer routing service is required. As a re-985

sult, the encapsulated routable SV and GOOSE mes-986

sages transmitting over the network and transport layer987

are respectively termed as R-SV and R-GOOSE [11].988

Although both the IEEE C37.118.2 and IEC 61850-989

90-5 standards recommend UDP or TCP for wide area990

measurements, UDP is usually preferred for WAMS due991

to its lightweight and unreliable mechanism. While the992

total packet size of a IEEE C37.118.2 is 112 bytes, the993

data word of IEC 61850-90-5 is found to be 305 bytes994

[11].995

Whereas IEEE C37.118 does not address confiden-996

tiality issue, IEC 61850-90-5 achieves confidentiality by997

implementing the key distribution center (KDC), which998

provides the symmetric key coordination between the999

publishers and subscribers. Further, cyclic redundancy1000

check (CRC) code used by IEEE C37.118 does not pro-1001

vide information authentication and integrity, whereas1002

Figure 11: The effect of hopping rates on the overhead

IEC 61850-90-5 uses digital signatures with asymmet-1003

ric cryptography to provide the required security [11].1004

Availability is another very important security con-1005

cern for WAMS, and enables uninterrupted communica-1006

tion between the publishers and subscribers. However,1007

availability is not addressed in both IEEE C37.118.2 and1008

IEC 61850-90-5 standards [11]. Table 1 demonstrates a1009

comparison between IEEE C37.118.2 and IEC 61850-1010

90-5 standards.1011

In Table 1, we can see that packet size of IEC 61850-1012

90-5 is larger than packet size of IEEE C37.118.2, i.e.,1013

112 bytes and 305 bytes respectively. However, since1014

the packet size of IEC 61850-90-5 is not larger than the1015

maximum Ethernet frame (1500 bytes), this issue does1016

not introduce any problem our approach. Moreover, in1017

Table 1, we can see that sampling rate of IEC 61850-1018

90-5 is higher than sampling rate of IEEE C37.118.2,1019

i.e., 10-30 samples/sec and 4000–12800 samples/sec re-1020

spectively. In our all experiment, we see that when the1021

date rate increases, our approach does not introduce any1022
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Figure 12: The effect of hopping rates and packet rates on the overhead

degradation. Therefore we do not expect any problem1023

when IEC 61850-90-5 is used. However, to clarify this1024

issue, we will implement IEC 61850-90-5 during the1025

test of our approach against more complex DDoS at-1026

tacks in our future work.1027

7.2. Under DoS attack conditions1028

In the following sections we assess our approach un-1029

der DoS attack conditions. Since Nornet testbed does1030

not allow us to launch DoS attack between nodes, we1031

deploy our implementation scenario in our local net-1032

work. To mount a DoS attack, we use Tcpkill tool.1033

7.2.1. Assessment of the System Availability1034

We test the availability provided by MPTCP-H and1035

TCP under the DoS attack. The availability refers to1036

the successful delivery rate of the phasor measurements.1037

The attack scenario in our evaluation is setup as follows:1038

The attacker scans the all ports of the target (i.e., PDC or1039

PMU) and then launches a SYN flooding attack against1040

the ports for 5 minutes. We employ different phasor1041

measurement rates, i.e., 250, 120 and 60 fps, while test-1042

ing the availability of MPTCP-H and TCP under DoS1043

attack.1044

Fig. 13 shows that under the DoS attack, MPTCP-1045

H at a low data rate (60 fps) provides 100% availabil-1046

ity. However, the provided availability degree decreases1047

down to 92% with the increase of the data rates from 601048

to 250 fps. The reason for this is that until the MPTCP-1049

H switches subflows/ports under attack, mass amounts1050

of data are transmitted in the high data rate scenarios,1051

which can not be handled by the acknowledge mecha-1052

nism of MPTCP-H. Alternatively, in Fig. 13 we see that1053

TCP cannot provide more than 53% availability for any1054

data rate when the PMU/PDC is under attack. Further-1055

more, with data rate increase, the provided availability1056

degree sharply decreases around 10% like in the case of1057

MPTCP-H.1058

7.2.2. Evaluation the Additional Latency1059

As we target time-sensitive WAMS applications, we1060

also assess our approach in terms of latency in both DoS1061

attack and attack-free conditions. We run each experi-1062

ment for the three phasor measurement rates.1063

Fig. 14 demonstrates that the DoS attack causes1064

around 2 ms of additional latency for each data rate1065

when the system uses MPTCP-H. However, as seen in1066

Fig. 15, the DoS attack leads to more than 20 ms addi-1067

tional latency for TCP, which is not acceptable by most1068

WAMS applications. Moreover, when we look at Fig.1069

15 and Fig. 14, it is clear that MPTCP-H does not cause1070

any additional latency in attack-free cases in compari-1071

son to TCP.1072

Summary1073

The experiments for latency showed that MPTCP-H,1074

with different network topologies, does not induce any1075

additional latency for the phasor measurement traffic1076

in WAMS in comparison to UDP, as recommended by1077

the IEEE standard C37.118.2 and IEC 61850. Further-1078

more, using MPTCP instead of TCP introduces reason-1079

able additional message overhead for the contemporary1080

network devices. On the other hand, we test our ap-1081

proach under DoS attack conditions in terms of the sys-1082

tem availability and latency. The results show that when1083

the PMU/PDC is under DoS attack, whereas MPTCP-H1084
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Figure 13: The system availability provided by MPTCP-H and TCP
under DoS attack

Figure 14: Latency of MPTCP-H under DoS attack

provides over 92% availability for each data rate, the1085

availability provided by TCP is under 53%. In addition,1086

while the DoS attack causes around 2 ms of additional1087

latency for MPTCP-H, it leads to more than 20 ms of1088

additional latency for TCP. Overall, we can see from1089

the experiments that MPTCP-H provides a significant1090

mitigation of the DoS/DDoS attack with a reasonable1091

overhead.1092

8. Related Works1093

The authors in [18] proposed a random port hop-1094

ping (RPH) technique where the server switches the1095

UDP/TCP port numbers using two parameters (time and1096

shared key) to a pseudo-random function. The authors1097

in [19] highlights the operational difficulties from the1098

clock drift problem, and proposes BiGWheel and HoP-1099

erAA algorithms to address the clock-drift issues for1100

multiple servers and clients scenarios.1101

The alternate approaches [15, 16] based on port hop-1102

ping do offer effective server-side protection against the1103

application and transport layer DoS attacks. However,1104

the emergent SG models require DoS attack protection1105

on both server (PDC) and clients (PMUs) inside the1106

substation network of the WAMS which is not possi-1107

ble using simplistic port hopping. Hence, based on the1108

above considerations, we have proposed the MPTCP-H1109

schema that achieves the protection for both server and1110

clients by utilizing MPTCP’s multipath function.1111

In addition, QUIC [27] is a reliable transport proto-1112

col that enables the communicating parties to combine1113

multiple UDP-based sub-connections into a connection.1114

Furthermore, QUIC allows changing the endpoint ad-1115

dresses (i.e., IP/Port) without breaking the connection.1116

The proposed stream hopping approach can be adapted1117

to make QUIC resilient against DoS attacks.1118

9. Conclusion1119

In this paper, we first surveyed the possible DoS at-1120

tack threats against the WAMS (i.e., PMUs and PDCs).1121

As a countermeasure against possible DoS attacks, we1122

have proposed an MPTCP-extension, termed MPTCP-1123

H, which basically switches the subflows by removing1124

each subflow after a prescribed t period and then by1125

adding a new subflow with a new port. Thus, the pro-1126

posed mechanism hides the session information from an1127

attacker who is capable of scanning the ports.1128

As real-time delivery is a crucial requirement for the1129

phasor measurement traffic, we evaluated the additional1130

latency and message of our approach in comparison to1131
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Figure 15: Latency of MPTCP-H under DoS attack

the standard UDP and TCP. The results show that our1132

approach introduces a latency performance competitive1133

even with the most lightweight transport protocol of1134

UDP. In addition, MPTCP-H does not introduce any1135

significant additional message overhead in comparison1136

to plain MPTCP and TCP. Furthermore, the experiment1137

results obtained under DoS attack scenario indicate that1138

while MPTCP-H provides over 92% availability, TCP is1139

not capable of providing an availability above 53%.1140

Moreover, we showed that MPTCP-H, with its1141

lightweight mechanism, can significantly mitigate DoS1142

attacks originating from inside the WAN. Overall, these1143

results validate that MPTCP does not introduce signif-1144

icant additional overhead that can disturb the phasor1145

measurement traffic whilst maintaining the protection1146

against DoS attacks.1147

Moreover, we plan to test our approach under more1148

sophisticated attacks where the attacker can continu-1149

ously scan using powerful computers.1150
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