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Abstract

This paper develops solutions for efficient transfer of
sporadic (event-triggered) data over a time-triggered com-
munication channel. We present novel and efficient tech-
niques for composite provisioning of the event triggered
(ET) and time triggered (TT) paradigms to achieve both the
predictability and flexibility inherent in TT and ET systems
respectively. As a tangible demonstration of the techniques,
present and assess a variation of the TTP/C protocol, where
minor operational changes allow for its efficient handling of
sporadic message traffic.

1. Introduction

The techniques to access a shared communication media
using either demand based access (Event-Triggered) or slot-
ted controlled access (Time-Triggered) have garnered their
share of strong opinions in the community.

The implications of choosing either the time-triggered or
event-triggered approaches are not particularly easy to as-
sess. Especially within a complex system where the vari-
ous design considerations span contending tradeoffs across
flexibility, efficiency, predictability, and dependability. The
event-triggered (ET) approach is widely perceived to offer a
highly flexible communication solution, for example in the
ease of adding nodes and adapting to changing communi-
cation loads in nodes. The caveat being the potential vari-
ability of message delivery times in ET operations. In con-
trast, the time-triggered (TT) approach offers considerably
less flexibility compared to ET. Instead the TT approach of-
fers highly predictable communication behavior on account
of its static slotted access approach; predictability being a
significant factor in its usage for design of safe and reliable
systems.
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In this paper, we consider reliability and safety to be the
primary design considerations with correspondingly desired
attributes of predictable communication. However, a capa-
bility of handling sporadic messages such as high-priority
interrupts is also essentially desired. We contend that the
preferred way of maintaining the predictability attribute is
to start with a time-triggered base and build the necessary
event-triggered channels on top. Consequently, we inves-
tigate approaches for combining the benefits of both time-
triggered and event-triggered communication within a com-
mon framework.

We explicitly emphasize that a pre-dominant consider-
ation over our proposed approaches is to ensure that the
safety related essence of the TT paradigm, specifically pre-
dictability, is in no way compromised over the process of
extending its handling of sporadic ET traffic.

This paper has two main parts. The first part suggests
approaches for improved handling of sporadic messages in
TT systems. In the second part, we restrict ourselves to a
specific and well-established safety-critical TT communi-
cation protocol, namely the TTP/C protocol [2, 3]. Our goal
is to derive an adaptation to the protocol that improves the
efficiency of sporadic message transfer. It is important to
achieve this without any disruption of the time-triggered
traffic or the underlying periodic behavior. As this proto-
col is directed toward safety-critical systems, much effort
and work has been expended in ensuring its correct behav-
ior. Thus, our solution must work with very limited changes
to the protocol specification so as to minimize any sub-
sequent re-verifications. We especially try to modify only
those aspects within TTP/C that do not change any behav-
ioral characteristics of TTP/C. For example, if an existing
TTP/C frame is utilized for handling sporadic messages in
place of periodic traffic, from the TTP/C protocol view-
point, there is no change done to the frame specification of
the protocol.

For a background and short history on multiple-access
communication we direct the reader to [4] and [5] that com-
prehensively survey the area.



2. System Model

We target systems that have stipulated requirements of
reliability, safety, and also of real-time specifications. In
these systems, we consider n autonomous nodes that com-
municate via a broadcast media. When using such a me-
dia, all nodes can simultaneously listen and receive infor-
mation transferred on the media. However, only one node
can send at a time; if more than one node transmits concur-
rently, the information will be garbled.

2.1. The Time-Triggered Base

In the case of a time-triggered system, nodes have lo-
cal counters that are used to control the sending and receiv-
ing of messages. Furthermore, the nodes operate in a cyclic
manner where each node can send one or more times in each
TDMA communication round, as shown in Figure 1.
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Figure 1. A TDMA communication round.

The synchronization of the nodes in the communica-
tion system can be divided into a number of steps, namely:
(a) collection of nodes clock values, (b) calculating adjust-
ment value and (c) clock adjustment. Thus, the clock syn-
chronization process requires that the receiver of a message
knows the sender’s identification (ID) and local time ref-
erence (e.g., when the message was sent). For the TDMA
communication this information can be extracted from the
arrival time of messages, as they are known statically. The
differences between the local and senders clocks are calcu-
lated by the differences in the expected arrival time and the
real arrival time.

We assume that the TDMA synchronization is handled
by a standard clock synchronization algorithm controlling
the progress of the local clocks, for example, using the
daisy-chain clock synchronization algorithm [6]. Other ex-
amples of existing suitable synchronization algorithms can
be found in [7, 8, 9].

Synchronization ensures that every node has the same
view of the current position in the communication schedule,
which suffices for nodes to know when to send their mes-
sages. See [2, 10] for advantages of synchronized nodes.

Each node must store the communication sched-
ule, which will contain the information of when and
what a node is expected to send. The storage require-
ment for this information is normally relatively small,
typically a few kilobits, since we deal with embedded sys-
tems with a limited number of nodes.

2.2. Event-Triggered Transfer

In the case of an event-triggered information, normally a
node will immediately send its message if the media is free.
If the media is occupied, the transmission is delayed un-
til the media becomes free. However, if more than one node
is waiting to send when the media becomes free, a collision
is likely to occur. In this paper we will discuss different ap-
proaches to transfer the event-triggered information on top
of a TT-system instead.

Synchronization: In an event-triggered system synchro-
nization is not really necessary, as nodes do not synchro-
nize their sending with other nodes. However, there is noth-
ing that prevents the introduction of synchronization in the
event-triggered system. In for example CAN, additional
mechanisms has been added to achieve such solutions, e.g.,
see [11].

In our approach the nodes are already synchronized due
to the underlying TT-base.

2.3. Fault Model

When considering faults, we assume that the nodes fol-
low fail-silent semantics thus preventing faulty nodes fail-
ing by continuously transmitting on the communication
channel. Such a failure would overflow the media and pre-
vent any normal communication, including synchronization
traffic. The fail-silent property [12, 13, 14] relies on high
coverage of the error detection mechanisms of the nodes.
It can be argued that sufficient coverage may be difficult
to achieve and therefore, such failure semantics is unsuit-
able for hard real-time system. However, recent work indi-
cates that using rigorous design and error detection meth-
ods, a very high coverage can be achieved [15].

The fail-silent semantics also restrict the number of di-
verse failure scenarios viable in the system.

The Media For the broadcast media, we assume well-
accepted omission failure semantics [16, 17] where mes-
sages are either received correctly and on time or not at all.
By designing nodes to be fail-silent and using a broadcast
media, we effectively exclude timing failure on the media.
Similarly, Byzantine failures are not regarded as they are
considered to be avoided by design, using a broadcast me-
dia combined with message checksums.



3. Lower Priority Non-Periodic Messages

In this section, we study scenarios where we have low-
priority sporadic traffic that must be scheduled “over” the
time-triggered traffic. The intention is to make as many spo-
radic messages meet their (soft) deadlines as possible.

3.1. Pre-Scheduled Slack

In this method, each node schedules some slack at pre-
runtime, which is pre-destined for sporadic/event triggered
traffic from that node, see Figure 2. Thus, a node fills a pre-
defined part of the message-frame with periodic data, and
when a node has sporadic messages to send, it will pack
as many as possible in the remaining part of the frame.
The size of the periodic part is determined pre-runtime, as
the frame sizes are fixed. Thus, the size available for spo-
radic messages is also fixed. The properties that follow this
method include:

• The sporadic data normally needs addressing informa-
tion, such that the nodes can distinguish between dif-
ferent sporadic messages from a node, i.e., if there they
receive several from the same node. Thus, each data
entity must include an address or ID. Please note that
for periodic data, address information is implicit as this
data is statically scheduled.

• The length of a message-frame is constant and the
same as the slot-length. A node cannot adaptively
change the amount of data it sends. Furthermore, a
node cannot increase or decrease the amount of “event
data” to send, as the slack is statically scheduled for
each node.

• A node cannot utilize unused slack of other nodes. This
implies that there is no global priority on sporadic data.
The priorities among the sporadic messages are han-
dled internally in each node, i.e., each node handles its
own slack.

TDMA roundTDMA round
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Figure 2. The TDMA approach, with slack, for
event-triggered/sporadic traffic.

The drawback of this approach is that message-frames
are fixed, both in position and length. This prevents a node

from adapting to differences in the need for transferring
sporadic data, a node cannot share the unutilized portion
of the media-access time that is pre-assigned to it.

3.1.1. Improvement suggestion As the frame sizes are
fixed, only node-internal measures can be taken. Thus, one
approach is to permit a flexible assignment within the frame
for periodic and sporadic information, i.e., a frame from a
node can be filled with only sporadic data, only periodic
data, or anything in-between. This would naturally depend
on the current communication requirements of the node and
the priority of data to send. In some cases it could neces-
sitate that a periodic message at some occasions would be
delayed/skipped to make way for a sporadic message. Nat-
urally, this only applies to situations where the system is
expected to perform such prioritizing among the messages,
and must be decided by the system designer.

3.2. A Mixed Access Method

In this method periodic data is scheduled first and no
slack is used in individual nodes. The TDMA-round is di-
vided in two parts, one where nodes access the bus by
TDMA and a second part for sporadic data, using an al-
ternate media access method. Thus, in each TDMA-round
there will be a certain free time not occupied by statically
scheduled data, which is free for sporadic traffic. The draw-
back with this method is that it needs a special bus access
procedure for the sporadic messages. Examples of possible
bus access methods include:

• Minislotting. The combination of TDMA and minis-
lotting is, for example, used in Arinc 629 [18].

• The use of bit arbitration.

• The use of tokens.

• A Media Master who sends the schedule in the peri-
odic message. For example, each node asks/requests
a message slot in the “sporadic area” in the periodic
message, the last node who sends in the periodic area
is a “master” and decides when and how much band-
width each node is assigned. This would require that
all nodes send a message in each TDMA-round such
that they can demand a piece of the “sporadic message
area”.

This method can have variants where a TDMA-round is
divided into a number of periods, with periodic and spo-
radic areas that alternate. Each periodic area would end with
a node functioning as a “master” in the following sporadic
area, which will be partitioned among the nodes, by the
master node.



4. TTET : An New Approach based on TTP/C

In this section we present a new approach for send-
ing event-triggered data on a time-triggered channel. We
develop a modified version of the existing TTP/C proto-
col [3, 2] as the base protocol. Our modification is labeled as
TTET and we say ET on TT. Our intention is to introduce as
few changes as possible to the TTP/C protocol to maintain
its predictability feature, and not to impose any additional
complexity. As stated in the previous section, there will
be no “preemption” of the normal time-triggered commu-
nication in order to send higher priority messages. Instead
we have restricted this case to low-priority event-triggered
channels, where the focus is on robustness and short access
times.

To facilitate sporadic data transfer with TTP/C, our ap-
proach introduces two new concepts, (1) the Sporadic In-
formation Transfer (SIT) bits, and (2) free-frames. The SIT
bits consist of one or more bits, included in the normal data
frames. The purpose with the SIT bits is to either directly
send sporadic data or requesting some additional slots for
sporadic data. After such a request a node will normally be
assigned a slot, i.e., a free-frame in which it can send its
sporadic data. In Figure 3 a normal communication frame
is shown with an additional SIT bit. This normal data frame
makes it possible to implement the required functionality
without any major changes.

Conceptually, the free-frames are empty slots reserved
for sporadic/event-triggered data. These newly introduced
free-frames are part of the communication schedule, as they
are statically scheduled. However, any node is allowed to
send sporadic data in these free-frames, see Figure 4. This
will require a method for avoiding collisions in these slots,
and we will come back to how this is handled in Section 4.1.

Header Application Data CRC

I/N Frame Mode Change Bits 1/3 SIT bit(s)

Figure 3. A TTP/C normal frame with the ad-
dition of a SIT bit.

The free-frames are used when large amounts of spo-
radic data transfer is needed. In such cases, the introduced
SIT bits will be used as indicators that a node wants to use
the ”free-frames”. If data is sent directly using the SIT bits
we get a low bandwidth solution and when transferring us-
ing the free-frames we get a high bandwidth solution. Thus,
depending on the amount of sporadic data a node wants to

transfer, we use the SIT bits in two different ways: (1) in
case of small amount of sporadic data, the SITs bits are used
to transfer data, or (2) in case of larger amounts, the SIT bit
can work as requests for free-frames.

TDMA roundTDMA round
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Figure 4. A TDMA-round with event-triggered
channels in form of free-frames located in the
end of the TDMA-round.

The decision to use only a single or several (yet very
few) SIT bits is based on limiting the overhead for intro-
ducing a sporadic channel. However, using only a single bit
has some implications, e.g., we have to decide how to use
this SIT bit pre-runtime. When transferring data via the SIT
bits, we call it a Low Bandwidth (LB) solution. The avail-
able bandwidth for sporadic messages at run time is static
in such a case. If a node uses LB, it needs a local priority
queue for sporadic messages. In case of more than one re-
ceiver we have to handle addressing, start and stop of mes-
sages, etc.

By using the SIT bits for message transfer we have cre-
ated a low bandwidth channel for event-triggered commu-
nication over a time triggered system. The advantage of this
method is the low complexity which facilitates the design of
a robust system. However, it offers limited bandwidth and
that bandwidth can not be used by any other node when
nothing is sent.

In the second option, we used the SIT bits as requests for
further sporadic bandwidth, i.e., requests for free-frames.
This makes it possible to share the free-frames among all
nodes, i.e., all nodes can use this bandwidth. This approach
implements a High Bandwidth (HB) event-triggered chan-
nel for nodes that have a lot of sporadic data to send. This
also has implications on the working of the protocol. Specif-
ically, we have to decide how the sporadic bandwidth is di-
vided among requesting nodes. There is a number of op-
tions which we will discuss in Section 4.1. Finally, a node
can use a combination of the above such that the node has a
LB channel and a HB channel.

In the following sections we will describe and investigate
how a number of variants on assigning free-frames affect
the event-triggered channel. Another parameter that is in-
vestigated is when the free-frames are scheduled, e.g., com-



posed at the end of a TDMA-round or scattered over the
whole TDMA-round.

4.1. Prioritization of Sporadic Messages

In this section we discuss alternate solutions for control-
ling the free-frame access among nodes; and also across
messages within a node. The goal is to obtain short access
times and high throughput for the sporadic data.

We only consider how nodes will share the free-frames,
as communication via the SIT bits is strictly handled node
internally. Locally, a node must handle sporadic messages
such that they get queued in a node internal queue accord-
ing to their priority. This is independent of whether the data
will be sent via the SIT bits or free-frames. To transfer spo-
radic messages we need to handle extra information, com-
pared to the periodic data, as the sporadic traffic is not static:

• Start and stop information of sporadic data.

– Start and stop bits, indicating the start and stop of
a message.

– Messages can be sent starting with a specified
offset from the start of, for example, the cluster
cycle, i.e., a number of repeated TDMA-rounds,
or TDMA-round. When using sporadic messages
with predefined length, they can be synchronized
to the clusters cycles.

• Destination address or message ID serving as address.
This is necessary to transfer in order for receivers to
know two whom the message is directed. However,
sender address is not necessary as the node from which
the frame arrived is known.

As discussed earlier, the free-frames approach requires a
media access method to avoid collisions when sending (us-
ing) the free frames. We have investigated two approaches
for avoiding collisions, one central and one distributed ap-
proach, described in the next two sections.

4.1.1. Central Prioritization In this approach, one node
will make a central/global decision about which node is al-
lowed to send in a specific free-frame. The nodes sending
in the static area can request bandwidth for sporadic data
in the form of free-frames. The last node in the static part
of the TDMA-round, i.e., node ie, will prioritize and de-
cide which of the requesting nodes are allowed to send, and
at what time. Node ie will then include the schedule of the
sporadic event-triggered data in its message, see Figure 5.

Using this method, we get extra overhead for explicitly
sending the schedule for the event-triggered traffic. If we
assume that we indicate whether a node should send or not,
we use n bits followed by n times the maximum number of
free-frames that are sent per node, assuming x bits we get a
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Indicating which nodes
should send in the Free Frames

Set if Node A
should send

# of FF:s
assigned toA
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Figure 5. A central node decides which nodes
are allowed to send in the event-triggered
channel, formed by the free-frames.

total overhead (H) of:

H = n + n · x
One consequence of using this approach is that the

schedule is explicitly sent on the bus. It is a low complexity
solution, but only one node controls the schedule, which can
potentially introduce a single point of failure. However, nor-
mally the safety-critical information is transferred via the
more predictable time-triggered channels. Only when us-
ing one central unit for prioritization of the event-triggered
messages can the implementation be easily changed with-
out having to make changes at all nodes. Nodes that do not
receive this message are considered to observe silence se-
mantics.

4.1.2. Distributed Prioritization The previous method
has the disadvantage of introducing a single point of fail-
ure (if the central node fails, the event-triggered channel
will collapse). A more attractive solution, with fault toler-
ance aspects, is to use a distributed approach when decid-
ing the allocation of free-frames to nodes. In this solution,
each participating node makes a decision based on re-
ceived information, which makes it very important that
all nodes receive the same information. Thus, the nodes
make a distributed decision about which nodes can ac-
cess the free-frames. Our method has the purpose of
achieving low overhead, small delay, and uniform band-
width among requesting nodes. However, this basic method
can easily be modified to give one node higher priority. Al-
though, in the following we only describe the basic method
where all nodes will be able to send and where we fo-
cus on short media access times.

The sporadic transfer efficiency is dependent on the
number and positions of the free-frames in the TDMA-
rounds. This approach basically gives priority to the node
with the earliest request. For example, assume nodes a, b,
and c send (in that order) their time-triggered frames, just



before a free-frame is scheduled. If all of them request a
free-frame, then node a will get the highest priority fol-
lowed by b and then c. If there were other nodes in the queue
before a, b, and c that could make there requests, they will
be put in the queue after the new nodes, i.e., node a, b, and
c. This means that nodes might not get access to the event-
triggered channel if there are more nodes than free-frames
in the system.

We also note that in order to minimize the access time to
the event-triggered channel, there should be a free-frame in
every second frame, see Figure 6.

Real Time
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Figure 6. Distributed method where the free-
frames are scattered throughout the TDMA-
round in order to minimize the buss access
time for sporadic data.

If a node fails to receive a message with a request for a
free-frame it will get an inconsistent view of parameters can
be set before runtime, there is a possibility to minimize the
number of priorities in the system. This can minimize the
number of bits necessary to transfer the requests and corre-
sponding priority.

When half the frames are free-frames, each node will
have the possibility to send in a free-frame each TDMA-
round. If there are less free-frames and all nodes want to
send, the lowest prioritized nodes will not have the chance
to send. Thus, the will be subjects to starvation if they never
can access any free-frames. However, this could be handled
by circulating the priorities among nodes during different
TDMA-rounds.

During times when no nodes request event-triggered data
transfer, the free-frames can be statically assigned to spe-
cific nodes. This serves two purposes:

• A nodes’ response times can be reduced by assign-
ing default designations to free-frames. Thus, all free-
frames will be preassigned to a node. If a node notices
that its designated free-frame is not reserved, i.e., re-
quested, it is free to use that free-frame. If this node
has data to transmit, and did not have the opportunity
to request a free-frame, it is free to send in that free-
frame. This can, during low load situations, lower the
access time for nodes.

• Nodes that normally do not send every TDMA-round,
can be assigned a free-frame which gives such nodes
access to those TDMA rounds under low load situa-
tions, i.e., those nodes have the possibility to send in
rounds when they are normally not sending any time-
triggered frames.

With the described method, a node may be assigned
more than one free-frame. However, if one free-frame suf-
fices for the node, it would occupy more free-frames than
necessary. As we use the same message-frames both for
time-triggered and event-triggered messages, we can use the
SIT bits to indicate when a node has no more sporadic data
to send. Thus, if a node is assigned two or more free-frames
but only needs one, it can indicate “no more sporadic data”
using the SIT bits in the free-frame. This will improve the
utilization of the media, as no free-frame is assigned to a
node with no more data to send.

5. Properties

In this section we briefly describe some of the properties
of our adaptation of the existing TTP/C protocol and some
representative simulation results. The primary intent is to
confirm that the TTP/C behavior has not been perturbed. We
defer detailed simulations as a future elaboration to the ap-
proach. We have focused our approach on using distributed
prioritization, where every second slot is a free-frame. We
also assume that all time-triggered message-frames have the
same length, and all free-frames have the same length. How-
ever, time-triggered message-frames and free-frames do not
necessarily have the same length.

We emphasize that our main focus has been to achieve
flexible handling of sporadic messages without disturbing
the time-triggered base. In Table 1 we compare a few im-
portant properties of our modified TTP-protocol, termed as
TTET , with the classic TTP and the CAN [19] protocols.
For the TTP protocol we assume that sporadic messages
are handled using preassigned slack as described in Sec-
tion 3.1. In Table 1 we show the (1) worst-case (WC) de-
lay of a sporadic-message, (2) the overhead corresponding
to sporadic message handling, and (3) how much sporadic
data can be assigned to a single node, under the condition
that they all have the same amount of data and the same pe-
riod T of periodic messages.

In the first column we have the WC delay where our
TTET and TTP have the same WC delay, i.e., one period
T. The CAN protocol has a very short WC delay, which is
when the longest message must finish sending before the
next may access the bus.

In the Overhead-column of Table 1, the overhead related
to the sporadic message transfer is shown. In our TTET the
overhead is related to the SIT bits, one for each node, as-
suming n nodes. For TTP using pre-assigned slack there is



no extra overhead. For the CAN protocol, the ID-field is
also used to resolve priorities accessing the media. Thus, it
should be noted that comparing these may be a bit favor-
able for the TTP protocols.

Finally, the last column indicates how much media ac-
cess can be assigned a single node, in the best case. For our
TTET we can basically assign all free-frames to one single
node, i.e., T/2. For the standard TTP we cannot change the
pre-scheduled slack, and assuming each node is assigned
the same amount of slack for sporadic messages, one node
gets the size of approximately one free-frame (FF). In this
column we can see the major improvement of our TTET

approach which allows a node to utilize more than one free-
frame. This significantly improves the transfer rate, when a
single node has a lot of data to transfer.

Approach WC delay Overhead Max trans
TT ET T n bits T/2
TTP T 0 bits approx. 1 FF
CAN Max ML n · ID-field T/2

Table 1. Properties of different communica-
tion approaches

One question naturally arises as to how the average de-
lays are affected. In the following simulation our goal has
been to present some preliminary validations of the ex-
pected behavior of the TTET . In future work, we plan to
conduct more detailed simulations using varying parame-
ters of TTET and simulation parameters. In Figure 7, we
observe that although we have introduced a more flexible
handling of sporadic messages in the TTP protocol with
TTET , we still maintain, at least, the same average delay
of sporadic messages. At low load we even manage to im-
prove the average delay, although the only optimization, de-
scribed in Section 4, implemented is simply that the free-
frames have preassigned nodes. We believe that refined op-
timizations will help improve the average delay character-
istics even further. In Figure 8, we have verified that this
behavior is still valid if we increase or decrease the size
of the free-frames compared to the normal time-triggered
message-frames.

6. Summary

In this paper we have studied and presented different ap-
proaches for transferring sporadic messages using a com-
munication system based on the time-triggered paradigm.

We have developed novel approaches for transferring
varied priority sporadic messages using a time-triggered
base. More importantly, we have demonstrated a new
method based on the TTP/C protocol for transferring spo-
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Figure 7. A comparison of our TTET and a ba-
sic TTP using pre-assigned slack.

radic messages in a flexible manner. Our main focus has
been to provide for enhanced flexibility in communica-
tion without disrupting the fundamental predictability of
the TTP/C protocol. This has been achieved with a minor
change in normal message-frames which does not change
any functional properties of TTP/C. Using our new ap-
proach, nodes share free-frames on a request basis. This
is a significant improvement, compared to using preas-
signed slack, as one node can utilize many free-frames
when another node has no sporadic messages to send.
Our preliminary simulation results show that, without dis-
turbing the time-triggered traffic, we achieved average
delay times comparable to a time-triggered approach us-
ing pre-assigned slack. At low loads we have even improved
the average access times. We have also shown via pre-
liminary simulations that there is no indication that these
results are affected by the size of the free-frames com-
pared to the normal time-triggered frames.
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