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Abstract—The responsibility for information security, or more
accurately, information assurance, permeates throughout all
facets of modern organisations, and consequently encompasses
a variety of stakeholders (i.e., lay people), each with their
own perceptions as to the value, and risks to this information.
Although a wide range of disciplines have provided important
contributions to our understanding of the way that people per-
ceive risk, this paper will predominantly focus on psychological
explanations, in order to examine the disparity between lay
and expert perceptions of risk, and what impact this has upon
an information security risk assessment in terms of both data
collection, and the recommendation of countermeasures.

I. INTRODUCTION

Does risk exist independently and can it be given an
objective measure, or can a subject’s perception of risk (even if
it is considered a misconception by risk experts) be a reality?
Despite the assumptions of a quantifiable, objective measure of
risk that is made in risk assessments, the literature of the social
sciences has largely abandoned this notion. The argument is
now that although there can be seen to be objective facts (e.g.,
the number of USB sticks lost in a year), the notion of risk is
a human construct that coincides with its perception, and that
it therefore contains a high degree of subjectivity [1].

The origins of structured risk assessment can be traced back
to the Asipu, a group of quasi-risk consultants that lived in the
Tigris-Euphrates valley of Ancient Babylonia around 3200BC.
For the Asipu, there was no subjectivity, but only authoritative
and incontrovertible readings of the signs of the Gods [2].
Modern risk assessments are laboured with the challenge of
operating with non-celestial and more practical methodologies,
while fitting into the broader framework of risk management.
Although risk management is an ongoing process, risk assess-
ment forms a snapshot of assessed risk for a specific time
period and parametrises the entire risk management process.
This relationship is illustrated in Figure 1.

Although there are a number of methods and tools for
approaching risk assessments, from those for public bodies
(e.g., CRAMM) to de facto standards (e.g., OCTAVE) they can
all be considered variations of a consolidated number of steps:
(i) asset identification and valuation against the confidential-
ity, integrity, and availability (CIA) triad, (ii) vulnerability
assessment, (iii) threat assessment, (iv) risk evaluation, and
(v) the recommendation of countermeasures. As highlighted
by Jones and Ashenden [4], however, the recommendation of

Fig. 1. The Risk Management-Assessment Relationship [3]

countermeasures does not signal the end of the risk assessment
process. Risk assessment should be iterative, and accompanied
by project plans to aid in the implementation of countermea-
sures, and the monitoring of their effectiveness. All aspects
of this risk assessment process are pervaded by subjectivity,
due to judgements (both lay and expert) at all of its stages,
from the definition of scope, to the psychological and knowl-
edge profiles of subjects determining which vulnerabilities are
known versus those that are unknown [5], to the estimation of
a particular exposure, and so on [6].

The extent to which this subjectivity pervades risk assess-
ment makes a step-by-step discussion of its impact far beyond
the limitations of this paper. The remainder of this paper will,
however, address the factors that can affect the data collection
process (predominantly in threat assessments), and what this
means for the recommendation of countermeasures.

II. RISK PERCEPTION AND THE RISK ASSESSMENT
PROCESS

The subjective judgement of a risk and its severity is called
risk perception. It is now a well established argument within
the risk perception literature, that risk experts and lay people
differ systematically in their perceptions over what constitutes
a risk, and to their level of exposure [7]. The perceptions of
risk experts have been shown to follow a stricter rationality
than those of lay people, and that these perceptions correlate
highly with the breadth of statistical measures used in formal
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risk assessments [8]. Conversely, the perceptions of lay people
are considered more irrational [9], and are heavily influenced
by individual traits and sociocultural factors (e.g., education
and political orientation), with “peer opinion, hearsay, and me-
dia coverage a substitute for insufficient personal experience
or knowledge”[10].

It should be noted that the rationality of risk experts is only
strict, and not perfect. The perceptions of risk experts have
been shown to differ within specialisms, as with the differences
in standards of acceptable evidence [11], and also between spe-
cialisms, as risk experts make judgements about risks outside
of their field of expertise with no better accuracy than lay
people [12]. However, their judgements remain significantly
more accurate than lay people. Despite this, any discussion
of risk perception within the risk assessment process must be
aware of this factor, in a large part due to the number of
informal judgements that risk experts must make.

The aforementioned permeation of subjectivity throughout
the risk assessment process is accompanied by this disparity
between expert and lay risk perceptions, and it is from this dis-
parity that the perceptual factors create situations for inaccu-
rate judgements to be made. These factors serve to amplify or
attenuate risk perception, but the way in which the risk-benefit
trade-off is gauged is through the employment of cognitive
heuristics, or when incorrect judgements are made, cognitive
biases. Cognitive heuristics represent simplistic interpretations
of risk judgements. People utilise cognitive heuristics when
quantifying probabilities and consequences, because their cog-
nitions rarely function in a comparable manner to the statistical
methods of risk assessments [13]. The literature of psychology
contains a multitude of theorised heuristics and biases, which
could potentially play a role in any judgements made during
data collection in risk assessments, however, there are four of
particular significance:

First, and what is widely considered the most important, is
the availability heuristic. This heuristic utilises the ease with
which an event comes to mind, on the premise that the easier
it does, the more likely it has unfolded in such a way in the
past, and the more likely it will continue to do so in the future.
An availability bias leads to the overestimation of recently
manifested risks in a lay person’s mind and also of those
memorable (and often extremely rare or traumatic) risks [10].
A conspicuous example of the application of the availability
heuristic is with the mass media. Frequent exposure to negative
topics begets high levels of perceived risk [14], and it is often
associated with why lay people have false perceptions about
the absolute frequencies of risks.

Festinger’s [15] cognitive dissonance theory is a related
strand of research to the the availability heuristic (research has
of yet, failed to disentangle the roles of cognitive availability
and dissonance). Cognitive dissonance theory suggests that
people seek consistency in their cognitions, and that any incon-
sistencies (i.e., dissonances) between beliefs or behaviours are
solved by changing one or the other, and that this is usually the
beliefs to accommodate the behaviour. For example, lay people
(e.g., managers) underestimating the dangers of breaching data

classification policies (e.g., in order to reduce their workload)
because it reduces the state of dissonance caused by employing
dangerous working habits.

Second, the representative heuristic, which involves estimat-
ing the likelihood of a novel event occurring, by situating the
perception of its risk within personal categories of experience
and knowledge about safe events. However, the problem for
data collection during risk assessments is that this estimation is
done without “taking account of other normatively important
principles such as its a priori likelihood of occurring (i.e., the
base rate)” [13], leading to the possibility of erroneous risk
assessments if it becomes a representative bias.

Third, the anchoring heuristic, which involves a person
focusing (i.e., anchoring) too heavily on a particular piece of
information or value, which can then affect subsequent esti-
mates made during risk assessments. For example, indicating
to a person that n per cent of fire extinguishers in a building are
foam-based, and then asking them how many people they see
shoulder surfing through doors to restricted areas in a typical
day. This person will usually reply with an irrelevant n per
cent value [16]. Furthermore, it need not be the risk expert
that indicates the initial value, as the anchoring heuristic would
also apply to answers to previous questions (i.e., from the lay
person).

Fourth, and most recently developed as a result of the
work on the psychometric paradigm is the affect heuristic,
where perceived risk is based on the way a given situation
makes a person feel. Reflexive emotional affects (i.e., for both
perceived benefits and risks) towards external stimuli (e.g.,
threats to information security) that often preclude thought
have been shown to be inversely correlated in a subject’s
mind. For example, higher perceived risk is associated with
lower perceived benefits [6]. Furthermore, negative stigma
(possibly subconsciously) can become attached to certain
events, exacerbating the complexities of attempts to achieve
objective data collection in risk assessments [17].

When analysing data relating to lay perceptions and judge-
ments, risk experts must also consider what makes a risk
acceptable (if this is even possible). Discussion over what
constitutes an acceptable risk has its origins with Starr’s
[18] revealed preference concept, which was proposed after
developing a framework for weighing technological risks
against their benefits. Starr argued that society had through
a process of trial and error, reached an “essentially optimum”
equilibrium between risk and benefit, and that societal risk
acceptability of new risks could be inferred through study
of historical data on accepted risks. Starr argued that risk
acceptability was roughly proportional to the third power of
its benefits, and highlighted the role played by voluntariness,
arguing that lay people would willingly accept risks from
voluntary activities containing threats up to 1000 times as great
than for involuntary threats (even if the activities provided the
same level of benefits). Slovic [19] highlights how “concerns
about the validity of many of the assumptions inherent in
the revealed preferences approach stimulated” the expressed
preferences approach, which laid the foundations of the



psychometric paradigm. The expressed preference approach
utilises psychometric scaling and analysis across a multitude
of dimensions (initially it was 9, but then later expanded to
18) on the premise that “direct questioning of [lay] people
regarding their attitudes towards risks and benefits associated
with various activities... captures values that reflect present
attitudes rather than past preferences” [20]. The expressed
preference approach demonstrates that “people focus on the
qualitative aspects of risk situations not modelled in formal
assessments, and this can lead to important and predictable
differences between their evaluations and those derived from
formal assessments” [13]. However, these aspects of percep-
tion remain quantifiable and predictable [19], and can be
mapped over two factors that account for between 70 and 90
percent of the variance between lay and expert risk perceptions
[21]:

First, is the dread factor, which is associated with risk
aspects surrounding the degree of aroused feelings of dread,
risk uncontrollability, irreversibility, threat to future genera-
tions, and potential to be globally catastrophic [22]. Camp
[16] argues that the lack of dread is one of the reasons
that information security is often systematically underrated
(i.e., because information loss is not considered frightening).
Furthermore, it provides some explanation of why internal
information security threat-agents (e.g., malicious insiders) are
considered less serious and paid less attention than external
information security threat-agents [23]. For example, in most
cases, network security is less understood than physical secu-
rity, and is therefore perceived to be a greater threat (e.g., from
the unknown and unobservable outsider), despite most threats
originating internally where people have significant physical
exposure to information.

Second, is the unknown factor, which is associated with
risk aspects surrounding its observability, unfamiliarity (i.e.,
both to lay people and scientists), novelty, and the extent
of delayed affects [22]. Regardless of the scientific metrics
produced by formal risk assessment, people judge threats that
they perceive to be high on these aspects to also be high in
risk. The influence of the unknown factor aids in explaining
why people willingly expose themselves to certain high-risk
threats (as determined by risk assessments), while being averse
to those that could be deemed to be low-risk [13].

In the pioneering work on the psychometric paradigm, the
factor representing the number of people exposed to a threat
was also seen to play a large role in the variance of lay
and expert risk perceptions (Slovic, 1987). Furthermore, in
more recent research a fourth factor has been highlighted,
which concerns notions of morality and tampering with nature
[14]. This is exemplified over temperamental lay concerns
surrounding specific types of information that must be secured
(e.g., children’s medical records), which may given resources
at the expense of more serious risks.

One pitfall of this research into the cognitive factors of risk
perception is that it largely ignores motivation in the choice
of acceptable behaviours. This is demonstrated in how lay
people, despite often having adequate knowledge of relative

risk, change their perceptions of personal risk as they apply
this knowledge to their own behaviour [7]. This perception-
personal behaviour nexus has led to research focusing on
the role of comparative risk, which is concerned with lay
tendencies to proclaim below average exposures to risk than
their comparative peers (e.g., see [24]). Rothman et al [25]
suggests that this is a result of a social comparison process,
where people overestimate peer risk, rather than underestimate
personal risk, in part due to an optimism bias. For risk
assessments, this variable could possibly be extrapolated to
the project grouping and functional departmental levels as each
considers its risk exposure to be lower than their comparative
peer groupings.

Issues surrounding the subjectivity in risk assessments are
further exacerbated when their scope is expanded beyond an
organisation’s functional divisions, and perceptual differences
are considered between an organisation’s strategic business
units (SBUs), and in both their upstream and downstream
supply chains. For example, because risk perception has been
shown to differ between groups (e.g., different cultures) [26].
Each SBU or organisation within a supply chain will be
uniquely marked by its own organisational culture and be-
havioural norms, which influence their respective employees’
perceptions of what constitutes a risk. It should be noted that
this could also apply to cultural differences between lay people
within the same groups (e.g., functional divisions or project
teams). However, group division by culture (conventional or
organisational, or both) especially between geographically
distant regions exacerbates and reinforces other variables that
could affect the risk assessment process. For example, research
by Hsee and Weber [26] argues that a culture’s position on
the individualism-collectivism continuum (i.e., which do they
intrinsically promote) will affect the degree of riskiness that
members perceive about objects or events as “collectivism
cushions in-group members against the consequences of neg-
ative outcomes”.

Psychological, social, cultural, and a multitude of other fac-
tors have all been shown to play some role in risk perception,
however, it is only in recent years that an integrative theoretical
model has been proposed. This model has come to be known
as the social amplification of risk framework (SARF) [27].
The SARF proposes that initial events (e.g., an organisation
punished from breaching Data Protection laws) are neglected
until communicated. The communication process occurs as
information is passed through various social agents (e.g., the
media) at multiple levels who amplify it (e.g., through it
being perceived as having high levels of dread), or attenuate
it (e.g., through having trust in the communicator) [13]. The
secondary, tertiary, and so on effects of this communication
process can have a wide variety of direct consequences (e.g.,
in terms of legislation) and indirect consequences (e.g., on
wider risk perception). Most significantly, the SARF highlights
that risk perception is a result of the processes of acquisition
and interpretations of communicated risk [27]. However, as
highlighted by Kasperson and Kasperson [28], risk assess-
ments are judged by their accuracy, but lay people evaluate risk



communications in terms of their adaptivity to their existing
perceptions. This can mean, for example, that during threat
assessments, threat-agents can be amplified to such an extent
that it distorts the true threat that they present.

Contextual factors, therefore, also have implications in any
attempt to achieve the most objective data as possible during
data collection. For example, when conducting both qualitative
and quantitative assessments, the way that the questions are
framed will play a significant role in sculpting an individual’s
risk perception construct. Levin et al [29] proposed a typology
of framing effects, which could all be considered to lead to bias
in risk perceptions: risky choice framing, goal framing, and
attribute framing. Each of these framing effects has different
effects (e.g., positive risky choice framing generating a bias
towards risk-averse behaviour), however, they all demonstrate
that the way information is framed (including questions) can
lead to perception reversals.

This paper has so far focused on the inherent complexities
that risk perception places upon varying stages of risk assess-
ments that involve data collection and analysis. However, risk
perception must also be considered in the choice of the rec-
ommended countermeasures, and the manner to communicate
the findings and recommendations in a way that is most likely
to achieve a successful implementation.

Although the term lay person carries derogatory connota-
tions of lower-rung organisational hoi polloi, the impact of
risk perception on the risk assessment process includes those
in managerial positions (including those at board level). This
is particularly significant considering that managers will be
extensively involved in any risk assessment process (e.g., for
detailing organisational process, and having an even more
prominent role in risk assessments with limited funding). Lay
people (at board-level) also, therefore, with their irrational risk
perceptions will ultimately be responsible for the choice of
countermeasures. If the findings and recommendations are not
communicated effectively, it can lead to support for ineffective
risk control measures [30]. This is a challenging position for
risk experts as lay people have been shown to often misinter-
pret information in both quantitative assessments and qualita-
tive assessments, and are largely unresponsive to technocratic
risk communication (i.e., through statistics and probabilities)
in general [23]. For example, Berry et al [31] demonstrated
that risk experts interpret a label of “very rare” as 0.1 percent,
while conversely, lay people interpreted this as 4 percent. As
lay people ultimately choose countermeasures, this can lead
to support for risk controls that support their own erroneous
risk perceptions, opinions, or business goals, or support risk
controls that play to the wider public’s perception of risk (e.g.,
to improve business). For example, there is an abundance of
literature on the over-optimism of managers [32], and research
suggests that managers have difficulty processing ambiguous
and low probability risks. Hodgkinson and Starbuck [13],
for example, from an analysis of confidential statistics on
information security, argue that management frequently over-
commit resources to high probability (and visibility) threats
(e.g., hackers), and under-commit to those of low probability

(e.g., information systems with low tolerance during periods of
peak demands), despite holding formal statistics on the cause
of the threat to losing information availability.

One consideration of an effective countermeasure is cost,
and the cost-benefit analysis for each countermeasure must
include the operational cost of a successful implementation at
all organisational levels. This requires a greater understanding
of not only what lay perceptions of possible controls are, but
why these perceptions are why they are, and the behaviour they
produce, in order to leverage these differences into an integra-
tive countermeasure and communication plan [26]. One such
approach is to involve a wide selection of stakeholders in risk
assessments through a multitude of participatory techniques
(e.g., focus groups, consensus workshop) [13], and then to
examine the differences in perceptual languages of lay people
and risk experts through the use of mental models. A critical
discussion of this process, however, is beyond the scope of
this paper.

III. CONCLUSION

The gap between lay and expert perceptions of risk per-
meates throughout each stage of the risk assessment process,
and the complexity and number of associated perceptual
vectors presents a serious challenge not only for defining
current risk levels, but in the definition of feasible counter-
measures. Although the literature on risk perception is well
established, research is only beginning to seriously consider
the overbearing issues surrounding information security, and
there remains little upon its assessment within more holistic
contexts (and primarily only with supply chains, e.g., [33]
and [34]). The promotion of collaboration and sharing that
pervades throughout the information economy constitutes one
of the most pressing issues for risk management. Not only
are new models and processes having to be developed for
information security risk assessments, but they must address
the necessities for adopting a wider scope as information
becomes increasingly exposed in ubiquitous environments.

IV. FUTURE WORK

In order to address the novel security requirements de-
manded by industrial control systems (ICSs), there has been a
rising number of standards, regulations, and guidelines (forth-
with referred to as just standards) that have been proposed by
various national, international and multilateral initiatives (e.g.,
ISA-99, NIST SP 800-82, and the CPNI Good Practice Guide).
However, despite the unique body of requirements presented
by ICSs, the standards used in traditional IT systems continue
to utilised extensively in their security management (e.g., the
ISO 27000 series). In the protection of any computer system,
the development and utilisation of comprehensive metrics is
essential to the provision of actuarial quality data. Although
there has been progression in the standards for ICSs, the
definition of metrics that are to be used to uphold them has not
kept pace. As a consequence, metrics defined for traditional
IT systems are still used extensively, despite not being directly
transferable, due to their original definitions having different



goals in mind (e.g., for the CIA triad, when for ICSs it is AIC).
One avenue of future work will be to look into the definition
of ICS-specific security metrics, and the development of a
framework for their collection, conditioning (e.g., through nor-
malisation, categorisation, and prioritisation) and computation,
in order to provide some means of performing comparative
analyses of the security offered by different ICSs. The outputs
of this framework will potentially be utilised by multiple
stakeholders for a multitude of purposes, and therefore the
requirement for understanding the role played by subjective
risk perceptions is implicitly essential to its development.
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